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Introduction

Hello again. My 2019 VCP Study Guide was well received, so, to help the community further, | decided to
embark on another exam study guide with vSphere 7. This guide is exciting for me to write due to the
many new things I'll get to learn myself, and | look forward to learning with everyone.

| am writing this guide pretty much how | talk and teach in real life with a bit of Grammarly on the back
end, to make sure | don’t go completely off the rails. You may also find the formatting a little weird. This
is because | plan on taking this guide and binding it in a single guide at the end of this blog series. | will
try to finish a full topic per blog post unless it gets too large. | don’t have a large attention span to read
huge technical blogs in one sitting and find most people learn better with smaller chunks of information
at a time. (I wrote this before | saw the first section.)

In these endeavors, | personally always start with the Exam Prep guide. That can be found on VMware’s
website here. The official code for this exam is 2V0-21.20, and the cost of the exam is $250.00. There is
a total of 70 questions with a duration of 130 minutes. The passing score, as always, is 300 on a scale of
1-500. The exam questions are presented in a single and multiple-choice format. You can now take these
exams online, in the comfort of your own home. A webcam is required, and you need to pan your
webcam at the beginning of the session, and it needs to be on the whole time.

The exam itself focuses on the following topics:

e Section 1 — Architecture and Technologies

e Section 2 — Products and Solutions

Section 3 — Planning and Designing

Section 4 — Installing, Configuring, and Setup

e Section 5 — Performance-tuning, Optimization, and Upgrades
e Section 6 — Troubleshooting and Repairing

e Section 7 — Administrative and Operational Tasks

Each of these topics can be found in the class materials for Install, Configure, and Manage, or Optimize
and Scale classes, or supplemental papers by VMware on the web. Let’s begin with the first topic.

Section 1 — Architectures and Technologies

Objective 1.1 — Identify the pre-requisites and components for a vSphere Implementation
A vSphere implementation or deployment has two main parts. ESXi server and vCenter Server.

ESXi Server

The first is the virtual server itself or ESXi server. The ESXi host server is the piece of the solution that
allows you to run virtual machines and other components of the solution (such as NSX kernel modules).
It provides the compute, memory, and in some cases, storage resources for a company to run. There are
requirements the server needs to meet for ESXi. They are:

e Asupported hardware platform. VMware has a compatibility guide they make available
here. If running a production environment, your server should be checked against that.

e ESXi requires a minimum of two CPU cores.

e ESXirequires the NX/XD or No Execute bit enabled for the CPU. The NX/XD setting is in
the BIOS of a server.


https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/certification/vmw-2v0-21.20-exam-preparation-guide-v1.pdf
https://www.vmware.com/resources/compatibility/search.php

e ESXi requires a minimum of 4 GB of RAM. It would be best if you had more to run a lot
of the workloads a business requires, however.

e The Intel VT-x or AMD RVI setting in the BIOS must be enabled. Most of the time, this is
already enabled on servers, and you won’t need to worry about it.

e 1+ Gigabit network controller is a requirement. Using the compatibility guide above,
make sure your controller is supported.

e SCSI disk or RAID LUN. Because of their higher reliability, ESXi calls them “local drives,”
and you can use them as a “scratch” volume. A scratch partition is a disk partition used
by VMware to host logs, updates, or other temporary files.

e SATAdrives. You can use these but are labeled “remote” drives. Because of being
labeled “remote,” you can’t use them for a scratch partition.

vSphere 7.0 can be installed using UEFI BIOS mode or regular old BIOS mode. If using UEFI, you have a
wider variety of drives you can use to boot. Once you use one of those modes (UEFI or Legacy) to boot
from, it is not advisable to try to change after installed. If you do, you may be required to reinstall. The
error you might receive is “Not a VMware boot bank.”

One significant change in vSphere 7.0 is system storage requirements. ESXi 7.0 system storage volumes
can now occupy up to 138 GB of space. A VMFS datastore is only created if there is an additional 4 GB of
space. If one of the “local” disks aren’t found, then ESXi operates in a degraded where the scratch disk is
placed in a RAMDISK or all in RAM. This is not persistent through reboots of the physical machine and
displays an unhappy message until you specify a location for the scratch disk.

Now that being said, you CAN install vSphere 7 on a USB as small as 8 GB. You should, if at all possible,
use a larger flash device. Why? ESXi uses the additional space for an expanded core dump file, and it
uses the other memory cells to prolong the life of the media. So try to use a 32 GB or larger flash device.

With the increased usage of flash media, VMware saw fit to talk about it in the install guide. In this case,
it specifically called out using M.2 and other Non-USB low-end flash media. There are many types of
flash media available on the market that have different purposes. Mixed-use case, high performance,
and more. The use case for the drive should determine the type bought. VMware recommends you
don’t use low-end flash media for datastores due to VMs causing a high level of wear quickly, possibly
causing the drives to fail prematurely.

While the guide doesn’t ask to call this out, | thought it would be a good thing to show a picture of how
the OS disk layout differs from the previous version of ESXi. You should know that when you upgrade
the drive from the previous version, you can’t rollback.
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vCenter Server

The ESXi has the resources and runs the virtual machines. In anything larger than a few hosts,
management becomes an issue. vCenter Server allows you to manage and aggregate all your server
hardware and resources. But, vCenter Server allows you to do so much more. Using vCenter Server, you
can also keep tabs on performance, licensing, and update software. You can also do advanced tasks such
as move virtual machines around your environment. Now that you realize you MUST have one, let’s talk
about what it is and what you need.

vCenter is deployed on an ESXi host. So, you have to have one of those running first. It is deployed using
its included installer to the ESXi host, not as you would an OVA. The machine itself is upgraded from
previous versions. It now contains the following:

e Photon 0S 3.0 —This is the Linux variant used by VMware
e vSphere authentication services

e PostgreSQL (v11.0) — Database software used

o VMware vSphere Lifecycle Manager Extension

e VMware vSphere Lifecycle Manager

But wait... there used to be the vSphere vCenter Server and Platform Services? You are correct. In the
future, due to design flows and simplicity, etc., VMware combined all services into a single VM. So what
services are actually on this machine now? I’'m glad you asked.



e Authentication Services — which includes
o vCenter Single Sign-On
o VSphere License Service
o VMware Certificate Authority
e PostgreSQL
e vSphere Client -HMTLS client that replaces the previous FLEX version (Thank God)
e vSphere ESXi Dump Collector — Support tool that saves active memory of a host to a network
server if the host crashes
e vSphere Auto Deploy — Support tool that can provision ESXi hosts automagically once setup for it
is completed
e VMware vSphere Lifecycle Manager Extension — tool for patch and version management
e VMware vCenter Lifecycle Manager — a tool to automate the process of virtual machines and
removing them

Now that we have covered the components let’s talk deployment. You can install vCenter Server using
either the GUI or CLI. If using the GUI install, there are two stages. The first stage installs the files on the
ESXi host. The second stage configures parameters you feed into it. The hardware requirements have
changed from the previous version as well. Here is a table showing the changes in green.

Deployment | 6.7 CPU 6.7 RAM 6.7 DISK
Size

Tiny 2 2 10 GB 12 GB 300 GB 315 GB
Small 4 4 16 GB 19 GB 340 GB 380 GB
Medium 8 8 24 GB 28 GB 525 GB 600 GB
Large 16 16 32 GB 37 GB 740 GB 965 GB
X-Large 24 24 48 GB 56 GB 1180 GB 1705 GB

Objective 1.2 Describe vCenter Topology

Topology is a lot simpler to talk about going forward because there is a flat topology. There is no vCenter
Server service and Platform Controllers anymore. Everything is consolidated into one machine. If you are
running a previous version and have broken vCenter Server out into those roles, don’t despair! There
are tools VMware has created that allow you to consolidate them back. There are a few things to add to
that.

First, Enhanced Link Mode. This is where you can log into one vCenter and manage up to 15 total
vCenter instances in a Single Sign-On domain. This is where the flat topology comes in. Enhanced Link
Mode is set up during the installation of vCenter. Once you exceed the limits of a vCenter, you install a
new one and link it. There is also vCenter Server High Availability. Later on, in this guide, we cover how
its configured. For now, here is a quick overview of what it is.



vCenter High Availability is a mechanism that protects your vCenter Server against host and hardware
failures. It also helps reduce downtime associated with patching your vCenter Server. It does this by
using 3 VMs. It uses two full VCSA nodes and a witness node. One VCSA node is active and one passive.
They are connected by a vCenter HA network, which is created when you set this up. This network is
used to replicate data across and connectivity to the witness node.

For a quick look at vCenter limits compared to the previous version:

vCenter Server 6.7 vCenter Server 7.0
2,000
Hosts per cluster 64

Hosts per vCenter Server

Powered on VMs per vCenter Server 25,000
Registered VMs per vCenter Server 35,000
VM per cluster 8,000
Linked vCenter Server instances 15

Objective 1.3 - Identify and differentiate storage access protocols for vSphere (NFS, iSCSI,

SAN, etc.)
The section | wrote in the previous guide still covers this well, so | am using that.

Local Storage

Local storage is storage connected directly to the server. This includes a Direct Attached Storage (DAS)
enclosure that connects to an external SAS card or storage in the server itself. ESXi supports SCSI, IDE,
SATA, USB, SAS, flash, and NVMe devices. You cannot use IDE/ATA or USB to store virtual machines. Any
of the other types can host VMs. The problem with local storage is that the server is a single point of
failure or SPOF. If the server fails, no other server can access the VM. There is a unique configuration
that you can use that would allow sharing local storage, however, and that is vSAN. vSAN requires flash
drives for cache and either flash or regular spinning disks for capacity drives. These are aggregated
across servers and collected into a single datastore or drive. VM’s are duplicated across servers, so if one
goes down, access is still retained, and the VM can still be started and accessed.

Network Storage

Network Storage consists of dedicated enclosures that have controllers that run a specialized OS on
them. There are several types, but they share some things in common. They use a high-speed network
to share the storage, and they allow multiple hosts to read and write to the storage concurrently. You
connect to a single LUN through only one protocol. You can use multiple protocols on a host for
different LUNs

Fiber Channel or FC is a specialized type of network storage. FC uses specific adapters that allow your
server to access it, known as Fiber Channel Host Bus Adapters or HBAs. Fiber Channel typically uses
cables of glass to transport their signal, but occasionally use copper. Another type of Fiber Channel can
connect using a regular LAN. It is known as Fiber Channel over Ethernet or FCoE.



ISCSl is another storage type supported by vSphere. This uses regular ethernet to transport data. Several
types of adapters are available to communicate to the storage device. You can use a hardware ISCSI
adapter or software. If you use a hardware adapter, the server offloads the SCSI and possibly the
network processing. There are dependent hardware and independent hardware adapters. The first still
needs to use the ESXi host’s networking. Independent hardware adapters can offload both the ISCSI and
networking to it. A software ISCSI adapter uses a standard ethernet adapter, and all the processing takes
place in the CPU of the hosts.

VMware supports a new type of adapter known as iSER or ISCSI Extensions for RDMA. This allows ESXi to
use RDMA protocol instead of TCP/IP to transport ISCSI commands and is much faster.

Finally, vSphere also supports the NFS 3 and 4.1 protocol for file-based storage. This type of storage is
presented as a share to the host instead of block-level raw disks. Here is a small table on networked
storage for more leisurely perusal.

Technology Protocol  Transfer Interface
Fiber Channel Fe/scsi | Block FC HBA
access
Fiber Channel over FCoE / Block Converged Network Adapter
Ethernet (FCoE) SCSI access )
NIC with FCoE support
ISCSI adapter (dependent or
independent)
ISCS| ISCS| :'CZZI;S
NIC (Software adapter)
NAS IP / NFS File level Network adapter

Objective 1.3.1 — Describe datastore types for vSphere
vSphere supports several different types of datastores. Some of them have features ties to particular
versions, which you should know. Here are the types:

o VMFS — VMFS can be either version 5 or 6. VMFS is the file system installed on a block storage
device such as an ISCSI LUN or local storage. You cannot upgrade a datastore to VMFS 6 from 5.
You have to create new and migrate VMs to it. On VMFS, vSphere handles all the locking of files



and controls access to them. It is a clustering file system that allows access of files to more than
one host at a time.

e NFS—Version 3 and 4.1 are supported. NFS is a NAS file system accessed over a TCP/IP network.
You can’t access the same volume using both versions at the same time. Unlike VMFS, the NAS
device controls access to the files.

o VvSAN —vSAN aggregates local storage drives on a server into a single datastore accessible by the
nodes in the vSAN cluster.

e vVol - AvVol datastore is a storage container on a block device.

Objective 1.3.2 — Explain the importance of advanced storage configuration (VASA, VAAI,

etc.)

This is the first time I've seen this covered in an objective. | like that some of the objectives are covering
more in-depth material. It’s hard to legitimize the importance of them without describing them and
what they do a bit. | will explain what they are and then explain why they are essential.

e VASA - VASA stands for vSphere APIs for Storage Awareness. VASA is extremely important
because hardware storage vendors use it to inform vCenter Server about their capabilities,
health, and configurations. VASA is essential for vVols, vSAN, and Storage Policies. Using Storage
Policies and VASA, you can specify that VMs need a specific performance profile or
configuration, such as RAID type.

e VAAI - VAAI stands for vSphere APIs for Array Integration. There are two APIs or Application
Programming Interfaces, which are:

o Hardware Acceleration APIs — This is for arrays to offload some storage operations
directly to the array better. In turn, this reduces the CPU cycles needed for specific
tasks.

o Array Thin Provisioning APIs — This helps monitor space usage on thin-provisioned
storage arrays to prevent out of space conditions, and does space reclamation when
data is deleted.

e PSA — PSA stands for Pluggable Storage Architecture. These APIs allow storage vendors to create
and deliver specific multipathing and load-balancing plug-ins that are best optimized for specific
storage arrays.

Especially with some of the technology VMware offers (vSAN), these APIs are undoubtedly helpful for
sysadmins and your infrastructure. Being able to determine health and adequately fit and apply a
customer’s requirements for a VM is essential for business.

Objective 1.3.3 — Describe Storage Policies

Storage Policies are a mechanism by which you can assign storage characteristics to a specific VM. Let
me explain. Say you have a critical VM, and you want to make sure it sits on a datastore that is backed-
up every 4 hours. Using Storage Policies, you can assign that to that VM. You can ensure that the only
datastores that it can use are ones that satisfy that requirement. Or you need to limit a VM to a specific
performance. You can do that via Storage Policies. You can create policies based on the capabilities of
your storage array, or you can even create ones using tags. To learn even more, you can read about it in
VMware’s documentation here.

Objective 1.3.4 — Describe basic storage concepts in K8s, vSAN, and vSphere Virtual
Volumes (vVols)


https://docs.vmware.com/en/VMware-vSphere/7.0/vsphere-esxi-vcenter-server-70-storage-guide.pdf

K8s
| couldn’t find this in the materials listed, so | went hunting. For anyone wanting to read more about it, |
found the info HERE.

vSphere with Kubernetes supports three types of storage.

e Ephemeral virtual disks — As the name signifies, this storage is very much temporary—this type
of virtual disk stores objects such as logs or other temporary data. Once the pod ceases to exist,
so does this disk. This type of disk persists across restarts. Each pod only has one disk.

e Container Image virtual disks — This disk contains the software that is to be run. When the pod is
deleted, the virtual disks are detached.

e Persistent volume virtual disks — Certain K8s workloads require persistent storage to save data
independent of the pod. Persistent volumes objects are backed by First Class Disks or an
Improved Virtual Disk. This First Class Disk is identified by UUIDs, which remain valid even if the
disk is relocated or snapshotted.

vSAN
vSAN is converged, software-defined storage that uses local storage on all nodes and aggregates them
into a single datastore. This usable by all machines in the vSAN cluster.

A minimum of 3 disks is required to be part of a vSphere cluster and enabled for vSAN. Each ESXi host
has a minimum of 1 flash cache disk and 1 spinning or 1 flash capacity disk. A max of 7 capacity disks can
be in a single disk group, and up to 5 disk groups can exist per host.

vSan is object-based, uses a proprietary VMware protocol to communicate over the network, and uses
policies to enable features needed by VMs. You can use policies to enable multiple copies of data,
performance throttling, or stripe requirements.

vVols

vVols shakes storage up a bit. How so? Typically, you would carve storage out into LUNs, and then you
would create datastores on them. The storage administrator would be drawn into architectural
meetings with the virtualization administrators to decide on storage schemas and layouts. This had to be
done in advance, and it was difficult to change later if something different was needed.

Another problem was that management such as speeds or functionality was controller at a datastore
level. Multiple VMs are stored on the same datastore, and if they required different things, it would be
challenging to meet their needs. vVols helps change that. It improves granular control, allowing you to
cater storage functionality to the needs of individual VMs.

vVols map virtual disks and different pieces, such as clones, snapshots, and replicas, directly to objects
(virtual volumes) on a storage array. Doing this allows vSphere to offload tasks such as cloning, and
snapshots to the storage array, freeing up resources on the host. Because you are creating individual
volumes for each virtual disk, you can apply policies at a much more granular level—controlling aspects
such as performance better.

vVols creates a minimum of three virtual volumes, the data-vVol (virtual disk), config-vVol (config, log,
and descriptor files), and swap-vVol (swap file created for VM memory pages). It may create more if
there are other features used, such as snapshots or read-cache.


https://docs.vmware.com/en/VMware-vSphere/7.0/vmware-vsphere-with-kubernetes/GUID-1B136277-E46C-41FC-9C8C-3E78E9B97F5C.html

vVols start by creating a Storage Container on the storage array. The storage container is a pool of raw
storage the array is making available to vSphere. Then you register the storage provider with vSphere.
You then create datastores in vCenter and create storage policies for them. Next, you deploy VMs to the
vVols, and they send data by way of Protocol Endpoints. The best picture I've seen I’'m going to lift and
use here from the Fast Track v7 course by VMware.

vCenter Server

Virtual Volumes Virtual Volumes

Datastore 1 Datastore 2

BREE

Protocol Endpoint Protocol Endpoint

Virtual Virtual Virtual Virtual Virtual
Volume Volume Volume Volume Volume

Storage Container 1 Storage Container 2

Storage Array

Objective 1.4 — Differentiate between vSphere Network 1/O Control (NIOC) and vSphere
Storage 1/0 Control (SIOC)

NIOC = Network I/O Control
SIOC = Storage I/0 Control

Network 1/0 Control allows you to determine and shape bandwidth for your vSphere networks. They
work in conjunction with Network Resource Pools to allow you to determine the bandwidth for specific
types of traffic. You enable NIOC on a vSphere Distributed Switch and then set shares according to needs
in the configuration of the VDS. This is a feature requiring Enterprise Plus licensing or higher. Here is
what it looks like in the Ul.
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Summary Monitor

= Settings
Properties
Topology
LACE
Private WLAN
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Port Mirroring
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Configure

= Resource ANocation
System traffic

Metwork resource p

 More

Alarm Definitions

5w
Permissions Ports Hosts VMs Networks
Metwoark I/C ntrol Enabilec
= Version 3
Physical network ada rs
Minimum link speed 1 Gbitfs
Total bandwidth capacity 1.00 Gbit/s
Maximum reservation allowed (T) 0.75 Gbit,
Configured reservation 00 Gbit/s
Available bandwidth 1.00 Gbit/s
Traffic Type Shares T Shares Value T Reservation ¥ Limit T
Management Traffic Normal 50 } Mbitfs Unlimited
Fault Taolerance (FT) Traffic Narmal 50 0 Mbit/s Unlimited
vMation Traffic Narmal 50 0 Mbit/s nlimited
virtual Machine Traffic High (8la] Mbit/s nlimited
SCSI Traffic Normal 20 0 Mbit/s Unlimited
NS Traffic Normal 50 0 Mhbit/s Unlimited
vSphere Replication (VR) Traffic Mormal 50 Mbit/s nlimited
vSAN Traffic Normal 50 ) Mbitfs Unlimited
vSphere Data Protection Backup Traffi Normal 50 0 Mbit/s Unlimited

Storage 1/0 Control allows cluster-wide storage I/O prioritization. You can control the amount of storage
I/0 that is allocated to virtual machines to get preference over less critical virtual machines. This is

accomplished by enabling SIOC on the datastore and set shares and upper limit IOPS per VM. SIOC is

enabled by default on SDRS clusters. Here is what the screen looks like to enable it.
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Objective 1.5 — Describe instant clone architecture and use cases
Instant Clone technology is not new. It was initially around in vSphere 6.0 days but was initially called
VMFork. But what is it? It allows you to create powered-on virtual machines from the running state of
another. How? The source VM is stunned for a short period. During this time, a new Delta disk is created
for each virtual disk, a checkpoint created and transferred to the destination virtual machine. Everything
is identical to the original VM. So identical, you need to customize the virtual hardware to prevent MAC
address conflicts. You must manually edit the guest OS. Instant clones are created using API calls.

Going a little further in-depth, using William Lam’s and Duncan Epping’s blog posts here and here, we
learn that as of vSphere 6.7, we can use vMotion, DRS, and other features on these instant clones.
Transparent Page Sharing is used between the Source and Destination VMs. There are two ways instant
clones are created. One is Running Source VM Workflow where a delta disk is created for each of the
destination VMs created on the source VM. This workflow can cause issues the more of them created
due to an excessive amount of delta disks on the source VM. The second is the Frozen Source VM
Workflow. This workflow uses a single delta on the source VM and a single delta disk on each of the
Destination VMs. This workflow is much more efficient. If you visit their blogs linked above, you can see
diagrams depicting the two workflows.

Use cases (per Duncan) are VDI, Container hosts, Hadoop workers, Dev/Test, and DevOps.
Objective 1.6 — Describe Cluster Concepts

A vSphere cluster is a group of ESXi host machines. When grouped, vSphere aggregates all of the
resources of each host and treats it as a single pool. There are several features and capabilities you can
only do with clusters.


https://www.virtuallyghetto.com/2018/04/new-instant-clone-architecture-in-vsphere-6-7-part-1.html
http://www.yellow-bricks.com/2018/05/01/instant-clone-vsphere-67/

Obijective 1.6.1 — Describe Distributed Resource Scheduler

vSphere’s Distributed Resource Scheduler is a tool used to keep VMs running smoothly. It does this, at a
high level, by monitoring the VMs and migrating them to the hosts that allow them to run best. In
vSphere 6.x, DRS ran every 5 minutes and concentrated on making sure the hosts were happy and had
plenty of free resources. In vSphere 7, DRS runs every 60 seconds and is much more concentrated on
VMs and their “happiness.” DRS scores each VM and, based on that, migrates or makes
recommendations depending on what DRS is set to do. A bit more in-depth in objective 1.6.3.

Objective 1.6.2 — Describe vSphere Enhanced vMotion Compatibility (EVC)

EVC or Enhanced vMotion Compatibility allows you to take different processor generation hosts and still
combine them and their resources in a cluster. Different generation processors have different features
sets and options on them. EVC masks the newer ones, so there is a level feature set. Setting EVC means
you might not receive all the benefits of newer processors. Why? A lot of newer processors are more
efficient, therefore lower clock speed. If you mask off their newer feature sets (in some cases how they
are faster), you are left with lower clock speeds. Starting with vSphere 6.7, you can enable EVC on a per
VM basis allowing for migration to different clusters or across clouds. EVC becomes part of the VM itself.
To enable per-VM EVC, the VM must be off. If cloned, the VM retains the EVC attributes.

Objective 1.6.3 — Describe how Distributed Resource Scheduler (DRS) scores virtual

machines

VM “Happiness” is the concept that VMs have an ideal or best-case throughput, or resource usage, and
actual throughput. If there is no contention or competition on a host for a resource, those two should
match, which makes the VM’s “happiness” 100%. DRS takes a look at the hosts in the cluster to
determine if another host can provide a better score for the VM; it takes steps to migrate or recommend
it to another host. Several costs are determined to see if it makes sense to move it. CPU costs, Memory
costs, Networking Costs, and even Migration costs. A lower score does not necessarily mean that the
VM is running poorly. Why? Some costs taken into account include if the host can accommodate a burst
in that resource. The actual equation (thanks Niels Hagoort)

e Goodness (actual throughput) = Demand (ideal throughput) — Cost (loss of throughput)
e Efficiency = Goodness (actual throughput) / Demand (ideal throughput)

o Total efficiency = EfficiencyCPU * EfficiencyMemory * EfficiencyNetwork

e Total efficiency on host = VM DRS score

Keep in mind that the score is not indicative of a health score but an indicator of resource contention. A
higher number indicates less resource contention, and the VM is receiving the resources it needs to
perform.

Objective 1.6.4 — Describe vSphere High Availability
vSphere HA or High Availability, is a feature designed for VM resilience. Hosts and VMs are monitored,
and in the event of a failure, VMs restart on another host.

There are several configuration options to configure. Most defaults work well unless you have a specific
use case. Let’s go through them:

e Proactive HA — This feature receives messages from a provider like Dell’s Open Manage
Integration plug-in and, based on those messages, migrate VMs to a different host due to the
impending doom of the original host. It can make recommendations on the Manual mode or


https://blogs.vmware.com/vsphere/2020/05/vsphere-7-a-closer-look-at-the-vm-drs-score.html#:~:text=In%20vSphere%207%2C%20DRS%20measures,ESXi%20hosts%20in%20the%20cluster.&text=Looking%20closer%20into%20the%20VM,host%20expressed%20as%20a%20percentage.

Automatically. After all VMs are off the host, you can choose how to remediate the sick host.
You can either place it in maintenance mode, which prevents running any workloads on it. You
can also put it in Quarantine mode, which allows it to run some workloads if performance is
affected. Or a mix of those with.... Mixed Mode.

e Failure Conditions and responses — This is a list of possible host failure scenarios and how you
want vSphere to respond to them. This is expanded and gives you wayyy more control than in
the past.

e Admission Control — What good is a feature to restart VMs if you don’t have enough resources
to do so? Not very. Admission Control is the gatekeeper that makes sure you have enough
resources to restart your VMs in the case of a host failure. You ensure this a couple of ways.
Dedicated failover hosts, cluster resource percentage, slot policy, or you can disable it.
Dedicated hosts are like a dedicated hot spare in a RAID. They do no work or run VMs until there
is a host failure. This is the most expensive option (other than failure itself). Slot policy takes the
largest VM’s CPU and the largest VM’s memory (can be two different VMs) and makes that into
a “slot.” It then determines how many slots your cluster can satisfy. Next, it looks at how many
hosts can fail and keep all VMs powered on. Cluster Resources percentage looks at the total
resources needed and total available and tries to keep enough to lose a certain number of hosts
you specify. You can also override and set a specific percentage to reserve. For any of these
policies, if the cluster can’t satisfy needed VMs, it prevents new VMs from turning on.

e Datastore for Heartbeating — This is to monitor hosts and VMs when the HA network as failed.
Using a datastore heartbeat can determine if the host is still running or if a VM is still running, by
looking at the lock files. This setting automatically tries to make sure that it has at least 2
datastores connected to all the hosts. You can specify more or specific datastores to use.

e Advanced Options — This option is to set advanced options for the HA Cluster. One such setting
might be setting a second gateway to determine host isolation. To enable you need to set two
options. 1) das.usedefaultisolationaddress and 2) das.isolationaddress]...] The first specifies not
to use the default gateway, and the second sets additional addresses.

Objective 1.7 — Identify vSphere distributed switch and vSphere standard switch
capabilities

VDS and VSS are networking objects in vSphere. VDS stands for Virtual Distributed Switch, and VSS is
Virtual Standard Switch.

Virtual Standard Switch is the default switch. It is what the installer creates when you deploy ESXi. It has
only a few features and requires you to configure a switch on every host manually. As you can imagine,
this is tedious and difficult to configure the same every time, which is what you need to do for VM’s to
move across hosts seamlessly. (You could create a host profile template to make sure they are the
same.)

Standard Switches create a link between physical NICs and virtual NICs. You can name them essentially
whatever you want, and you can assign VLAN IDs. You can shape traffic but only outbound. Here is a
picture | lifted from the official documentation for a pictorial representation of a VSS.
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VDSs, on the other hand, add a management plane to your networking. Why is this important? It allows
you to control all host networking through one Ul. Distributed switches require a vCenter and a certain
level of licensing-Enterprise Plus or higher unless you buy vSAN licensing. Essentially you are still adding
a switch to every host, just a little bit fancier one that can do more things, that you only have to change
once to change all hosts.

There are different versions of VDS you can create, which are based on the version they were
introduced. Each newer version adds features. A higher version retains all the features of the lower one
and adds to it. Some features include Network 1/0 Control (NIOC), which allows you to shape your
bandwidth incoming and outgoing. VDS also includes a rollback ability, so if you make a change and it
loses connectivity, it reverts the changes automatically.

Here is a screenshot of me making a new VDS and some of the features that each version adds:



New Distributed Switch

+ 1 Name and location

2 Select version

3 Configure settings

4 Ready to complete

Select version

Specify a distributed switch version.

© 7.0.0-E5Xi 7.0 and later

() 6.6.0 - ESXi 6.7 and later

() 6.5.0 - ESXi 6.5 and late

(@ The multicast filtering
continue with the sele

Features per version —

New features and
enhancements

Distributed switch: 7.0.0
« NSX Distributed Port Group

Distributed switch: 6.6.0
« MAC Learning

Distributed switch: 6.5.0

« Port Mirroring Enhancements

Here is a small table showing the differences between the switches.

VLAN Segmentation Yes Yes
802.1q tagging Yes Yes
NIC Teaming Yes Yes
Outbound traffic shaping Yes Yes
Inbound traffic shaping No Yes




VM port blocking No Yes
Private VLANS No Lislaffe'lc'ly)/pes — Promiscuous, Community,
Load Based Teaming No Yes
Network vMotion No Yes
NetFlow No Yes
Port Mirroring No Yes
LACP support No Yes
Es;llfiugzrzr:icl;estore network No Yes
Link Layer Discovery Protocol No Yes
NIOC No Yes

Objective 1.7.1 — Describe VMkernel Networking

VMkernel adapters are set up on the host, for the host itself to interact with the network. Your
management and other functions of the host are taken care of by VMkernel adapters. The roles

specifically are:

e Management traffic — Using the VMkernel for this by selecting the checkbox, carries
configuration and management communication for the host, vCenter Server, and HA traffic.
When ESXi is first installed, a VMkernel adapter is created with management selected on it. You
should have more than one VMkernel to carry management traffic for redundancy.

e vMotion traffic — Selecting this enables you to migrate VMs from one host to another. Both
hosts must have vMotion enabled. You can use multiple physical NICs for faster migrations. Be
aware that vMotion traffic is not encrypted — separate this network for greater security.

e Provisioning traffic — This is used for you to separate VM cold migrations, cloning, and snapshot
migration. A use case could be VDI for this, or just using a slower network to keep live vMotions
separated and not slowed by migrations that don’t need the performance.




e |P Storage and discovery — This is not a selection box when you create a VMkernel, but still an
important role. This role allows you to connect to ISCSI and NFS storage. You can use multiple
physical NICs and “bind” each to a single VMkernel. This enables multipathing for additional
throughput and redundancy.

e Fault Tolerance traffic — One of the features you can enable, Fault Tolerance, allows you to
create a second mirror copy of a VM. To keep both machines precisely the same requires a lot of
network traffic. This role must be enabled and is used for that traffic.

e vSphere Replication traffic — As it sounds like, this role handles the replication traffic sent to a
vSphere Replication server.

e VSAN traffic — If you have a vSAN cluster, every host that participates must have a vSAN
VMkernel to handle and separate the large amount of traffic needed for vSAN. Movement of
objects and retrieval requires a large amount of network bandwidth, so it would be best to have
this on as fast of a connection as you can. vSAN does support multiple VMkernels for vSAN but
not on the same subnet.

Objective 1.7.2 — Manage networking on multiple hosts with vSphere distributed switch
You should have a decent idea now of what a vSphere distributed switch is and what it can do. The next
part is to show you what the pieces are and describe how to use them.

First, you need to create the vSphere distributed switch. Go to the networking tab by clicking on the
globe in the HTMLS5 client. Then right-click on the datacenter and select Distributed Switch > New
Distributed Switch
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You must now give the switch a name — you should make it descriptive, so it’s easy to know what it does

Manufacturer: VMware, Ini



New Distributed Switch

1 Name and location Mame and location
2 Select version Specify distributed switch name and location.
3 Configure settings
4 Ready to complete Name Test
Location mamt-datacenter

CANCEL BACE NEXT




Choose the version corresponding to the features you want to use.

New Distributed Switch

+ 1 MName and location Select version

2 Select version Specify a distributed switch version.

3 Configure settings

4 Ready to complete i
&) 7.0.0 - ESXi 7.0 and later

() 6.6.0 - ESXi 6.7 and later

() 6.5.0 - ESXi 6.5 and later

(@) The multicast filtering mode on the switch will be set
to IGMF/MLD snooping if you continue with the

selected version.
CAMNCEL BACK NEXT

You need to tell VMware how many uplinks per host you want to use. This is the number of physical
NICs that are used by this switch. Also, select if you want to enable Network 1/O Control and if you want
vSphere to create a default port group for you —if so, give it a name.




New Distributed Switch

» 1 Mame and location Configure Settings

" 2 Select version Specify number of uplink ports, resource allocation and default

2 Configure settings port group.

4 Ready to complete

Number of uplinks 4 s
Metwork IO Control Enabled

Default port group Create a default port group
Fort group name DPortGroup

CANCEL BACK NEXT

Finish the wizard.




New Distributed Switch

+ 1 Mame and location Ready to complete

+ 2 Select version Review your settings selections before finishing the wizard.

+ 3 Configure settings

4 Ready to complete Mame Test

Wersion 7.0.0
Mumber of uplinks 4

Metwork /O Control Enabled
Default port group DPortGroup

Suggested next actions
Mew Distributed Port Group
@ Add and Manage Hosts

© These actions will be available in the Actions menu of

CAMNCEL BACK FINISH

You can now look at a quick topology of the switch by clicking on the switch, then Configure and
Topology.
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After creating the vSphere distributed switch, hosts must be associated with it to use it. To do that, you
can right-click on the vSphere distributed switch and click on Add and Manage Hosts.

(! Pt " - o

wat
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Edit Motes. .. ¥
;l WLDV Upgrade > u
Ew
Settings *hi

Move To...

You now have a screen that has the following options: Add Hosts, Manage host networking, and Remove
hosts.

Test - Add and Manage Hosts
EE - -

2 Select hosts Select a task to perform on this distributed switch.

3 Manage physical adapters

4 Manage VMkernel adapt... ® Add hosts

5 Migrate VM networking Add new hosts to this distributed switch.

b Randy ko compiete (O Manage host networking

Manage networking of hosts attached to this distributed switch.

) Remove hosts

Remove hosts from this distributed switch.

CANCEL NEXT

Since your switch is new, you need to Add hosts. Select that and on the next screen, click on New Hosts.



Test - Add and Manage Hosts

" 1 5Select task Select hosts

2 Select hosts Select hosts to add to this distributed switch.

3 Manage physical adapters

4 Manage VMkernel adapt... o New hosts.. Remaowve

5 Migrate VM networking Host

T Host Status T
6 Ready to complete

Ne items to display

CANCEL BACK NEXT

Select the hosts that you want to be attached to this switch and click OK and then Next again.



Select New Hosts  Test X

SHOW INCOMPATIBLE HOSTS

T Filter
O Host Host State Cluster Compatibility
E| esxl-1vcfsddc lab Connected mgmt-cluster v Compatible
D esxl-2vcisddclab Conneacted mgmt-cluster v Compatible
O D esxl-3vcisddc.lab Connected mgmt-cluster v/ Compatible
0O |j esxl-dvcfsddc.lab Connected mgmt-cluster v Compatible

4 items

Now assign the physical NICs to an uplink and click Next




Test - Add and Manage Hosts

+ 1 Select task Manage physical adapters

" 2 Select hosts Add or remove physical network adapters to this distributed switch.

3 Manage physical adapters

4 Manage VMkernel adapt.. By Assign uplink 3 Unassign adapter

5 Migrate VM networking Host/Physical Network Adapters
6 Ready to complete

@ View settings

In Use by Switch Uplink Uplink Port Group
4 ﬁ esxi-l.vef sddelab
4 On this switch
vmnicO (Assigned) sddc-vdsO1 Uplink 1 Test-DWVUplinks-7-
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4 On this switch
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4 On other switches/unclaimed
vmnicl sddc-vdsOl -
CAMNCEL

NEXT

You can now move any VMkernel adapters over to this vSphere distributed switch if desired.




Test - Add and Manage Hosts

v 1Select task Manage VMkernel adapters

+ 2 Select hosts Manage and assign VMkernel network adapters to the distributed switch.

+ 3 Manage physical adapters
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BACK NEXT

Same with VM networking




Test - Add and Manage Hosts

+ 15elect task Migrate VM networking
+ 2 Select hosts Select virtual machines or network adapters to migrate to the distributed switch.

+ 3 Manage physical adapters

+ 4 Manage VMkernel adapt... [] Migrate virtual machine networking

5 Migrate VM networking

6 Ready to complete

Host/Virtual Machine/Network Adapter NIC Count Source Port Group Destination Port Group

No records to display

CANCEL NEXT

You now complete it. And of course, you notice you can make changes to all the hosts during the same
process. This is one part of what makes vSphere distributed switches great.

Objective 1.7.3 — Describe Networking Policies

Networking policies are rules on how you want virtual switches, both standard or distributed, to work.
Several policies can be configured on your switches. They apply at a switch level. If needed, however,
you CAN override them at a port group level. Here is a bit of information on them:



Virtual Standard Switch Policies:

vSwitchO - Edit Settings

Properties

I . 1 Promiscuous mode Reject w
Traffic shaping MAC address changes  Accept w
Teaming and failover

Forged transmits Accept w




vSphere Distributed Switch Policies:

& sddc-vdsO1-mgmt ACTIONS v

Surnmary Monitor Configure Permissions Ports Hosts VMs
Settings v | Policies
Properties Security
Policies Promiscuous mode Reject
MAC address changes Reject

Traffic filtering and marking Forged transmits Reject
Alarm Definitions
Ingress traffic shaping
Status Disabled
Average bandwidth --
Peak bandwidth -

Burst size --

Egress traffic shaping
Status Disabled
Average bandwidth --
Feak bandwidth -

Burst size --

VLAN
Type VLAN
VLAN ID 10

Teaming and failover

Load balancing Route based on physical NIC load
Metwork failure detection Link status only
Motify switches Yes
Failback Yes
Active uplinks uplinkl, uplink2
Standby uplinks --
Unused uplinks --
Monitoring
MetFlow Dizabled

e Traffic Shaping — This is different depending on which switch you are using. Standard switches
can only do Egress (outgoing), and vSphere distributed switches can do ingress as well. You can
establish an average bandwidth over time, peak bandwidth in bursts, and burst size.

e Teaming and Failover — This setting enables you to use more than one physical NIC to create a
team. You then select load balancing algorithms and what should happen in the case of a NIC
failure

e Security — Most homelabers know this setting due to needing to set Promiscuous Mode to allow
nested VMs to talk externally. Promiscuous mode rejects or allows network frames to the VM.
Mac Address Changes will either reject or allow MAC addresses different than the one assigned
to the VM. Forged Transmits drop outbound frames from a VM with a MAC address different
than the one specified for the VM in the .vmx configuration file.

e VLAN - enables you to specify a VLAN type (VLAN, VLAN trunking, or Private PLAN) and assigns a
value.



e Monitoring — Using this, you can turn on NetFlow monitoring.

e Traffic Filtering and marking — This policy lets you protect the network from unwanted traffic

and apply tags to delineate types of traffic.

e Port Blocking — This allows you to block ports from sending or receiving data selectively.

Objective 1.7.4 — Manage Network I/0O Control on a vSphere distributed switch

One of the features that you can take advantage of on a vSphere distributed switch is NIOC or Network
I/0 Control. Why is this important? Using NIOC, you control your network traffic. You set shares or
priorities to specific types of traffic, and you can also set reservations and hard limits. To get to it, select
the vSphere distributed switch and then in the center pane, Configure, then Resource Allocation. Here is

a picture of NIOC:
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If you edit one of the data types, this is the box for that.
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There are several settings to go through here. Let’s discuss them.

e Shares — This is the weight you associate with the type of network traffic when there is
congestion. You can assign Low, Normal, High, or Custom. Low = 25, Normal = 50, High = 100
shares. Custom can be any number you want it to be from 1-100. Shares do not equal
percentage; in other words, the total doesn’t add up to 100%. If you have one with Normal
shares of 50 and another with 100, the one with 100 will receive twice as much bandwidth as
the one with 50. Again this only comes into play when there is network congestion.

e Reservation — This is a guarantee that vSphere makes available to this type of traffic. If not
needed, this bandwidth becomes available to other types of system traffic (not VM.) A
maximum of 75% of the total bandwidth can be reserved

e Limit— The maximum bandwidth allowed for that type of traffic. If the system has plenty of
extra, it still won’t allow a limit to be exceeded.

You can also set up a custom type of traffic with the Network Resource Pool.

Objective 1.8 — Describe vSphere Lifecycle Manager concepts (baselines, cluster images,
etc.)

Managing a large number of servers gets difficult and cumbersome quickly. In previous versions of
vSphere, there was a tool called VUM or vSphere Update Manager. VUM was able to do a limited



number of things for us. It could upgrade and patch hosts, install and update third-party software on
hosts, and upgrade virtual machine hardware and VMware Tools. This was useful but left a few
important things out. Things like hardware firmware and maintain a baseline image for cluster hosts.
Well, fret no more! Starting with vSphere 7, a new tool called Lifecycle Manager was introduced. Here
are some of the things you can do:

e Check hardware of hosts against the compatibility guide, and vSAN Hardware Compatibility List
e Install a single ESXi image on all hosts in a cluster

e Update the firmware of all ESXi in a cluster

e Update and Upgrade all ESXi hosts in a cluster together

Just as with VUM, you can download updates and patches from the internet, or you can manually
download them for dark sites. Keep in mind to use some of these features, you need to be using
vSphere 7 on your hosts. Here is a primer just for those that are new to this or those needing a refresh.

Baseline — this is a group of patches, extensions, or an upgrade. There are 3 default baselines in Lifecycle
Manager: Host Security Patches, Critical Host Patches, and Non-Critical Host Patches. You cannot edit or
delete these. You can create your own.

Baseline Group — is a collection of non-conflicting baselines. For example, you can combine Host Security
Patches, Critical Host Patches, and Non-Critical Host Patches into a single Baseline Group. You then
attach this to an inventory object, such as a cluster or a host. You can then check the object for
compliance. If it isn’t in compliance, remediation installs the updates. If the host can’t be rebooted,
staging the software to it first loads the software and waits to install until a time of your choosing.

In vSphere 7, there are now Cluster baseline images. You set up an image and use that as the baseline
for all ESXi 7.0 hosts in a cluster. Here is what that looks like:

1 NewCluster ACTIONS v

Summary Maonitor Configure Permissions osts VMs Datastores Networks Updates

Hosts + EditImage

Select the version of ESXi and other compenents that you want for the hosts in this cluster. The same
Image . . . .

image will be applied consistently to all these hosts.
Hardware Compatibility

VMware Tools

WM Hardware ESXi Version 7.0b -16324942 v (released 06/15/2020)
Vendor Addon (1) SELECT {optional)
Firmware and Drivers Addon (1) SELECT {opticonal)
Components (1) No additional components Show details

SAVE ‘ VALIDATE |

CANCEL |




In the image, you can see you load an image of ESXi (the .zip file, not I1SO), and you can add a vendor
add-on and firmware and drivers. Components allow you to load individual VIBs (VMware Installation
Bundles) for hardware or features.

From the above, you can deduce that the new Lifecycle Manager will be a great help in managing the
host’s software and hardware.

Objective 1.9 — Describe the basics of vSAN as primary storage

vSAN is VMware’s in-kernel software-defined storage solution that uses local storage and aggregates
them into a single distributed datastore to be used by cluster nodes. vSAN requires a cluster and
hardware that has been approved and on the vSAN hardware compatibility guide. vSAN is object-based,
and when you provision a VM, its pieces are broken down into specific objects. They are:

e VM Home namespace - stores configuration files such as the .vmx file.

e VMDK — virtual disk

e VM Swap — this is the swap file created when the VM is powered on

e VM memory — this is the VM’s memory state if the VM is suspended or has snapshots taken with
preserve memory option

e Snapshot Delta — Created if a snapshot is taken

VMs are assigned storage policies that are rules applied to the VM. Policies can be availability,
performance, or other storage characteristics that need to be assigned to the VM.

A vSAN cluster can be a “Hybrid” or “All-Flash” cluster. A hybrid cluster is made up of flash drives and
rotational disks, whereas an all-flash cluster consists of just flash drives. Each host, or node, contributes
at least one disk group to storage. Each disk group consists of 1 flash cache drive, and 1-7 capacity
drives, rotational or flash. A total of 5 disk groups can reside on a node for a total of 40 disks. The cache
disk on a hybrid cluster is used for read caching and write buffering (70% read, 30% write.) On an all-
flash cluster, the cache disk is just for write buffering (up to 600GB.)

VvSAN clusters are limited by vSphere maximums of 64 nodes per cluster but typically use a max of 32.
You can scale up, out, or back and supports RAID 1, 5, and 6. Different VM’s can have different policies
and different storage characteristics using the same datastore.

Objective 1.9.1 — Identify basic vVSAN requirements (networking, disk count, type)
We went over a few of them above but let’s list vSAN’s requirements entirely.

e 1 Flash drive for cache per disk group— can be SAS, SATA, or PCle

e 1-7 drives per disk group — can be SAS, SATA, or PCle flash

e 1 GB NIC for Hybrid or 10 Gbe + for all-flash clusters with a VMkernel port tagged for vSAN

e SAS/SATA / NVMe Controller — must be able to work in pass-thru or Raid 0 mode (per disk) to
allow vSAN to control it

e |Pv4 or IPv6 and supports Unicast

e Minimum of 32 GB RAM per host to accommodate a maximum of 5 disk groups and 7 disks per
disk group.

Although typically you need 3 nodes minimum for a vSAN cluster, 4 is better for N+1 and taking
maintenance into account. In other cases, 2-node clusters also exist for smaller Remote Branch Office or
ROBO installations.



Objective 1.10 — Describe vSphere Trust Authority Architecture

Starting with vSphere 6.7, VMware introduced support for Trusted Platform Module or TPM 2.0 and the
host attestation model. TPMs are that little device can be installed in servers that can serve as a
cryptographic processor and can generate keys. It can also store materials, such as keys, certificates, and
signatures. They are tied to specific hardware (hence the security part), so you can’t buy a used one off
eBay to install in your server. The final feature of TPMs is what we are going to use here or determining
if a system’s integrity is intact. It does this by an act called attestation. Using UEFI and TPM, it can
determine if a server booted with authentic software.

Well, that’s all great, but vSphere 6.7 was view-only; there were no penalties or repercussions if the
software wasn’t authentic. What’s changed?

Now, introduced in vSphere 7, we have vSphere Trust Authority. This reminds me of Microsoft’s version
of this called Hyper-V Shielded Installs. Essentially you would create a hyper-secure cluster called Host
Guardian Service, and then you would have 1 or more guarded hosts and shielded VMs. This is
essentially the same concept.

You create a vSphere Trust Authority which can either establish its own management cluster apart from
your regular hosts. The better way is to have a completely separate cluster, but to get started, it can use
an existing management cluster. They won’t be running any normal workload VMs so they can be small

machines. Once established, it has two tasks to perform:

e Distribution of encryption keys from the KMS (taking over this task for the vCenter server)
e Attestation of other hosts

If a host fails attestation now, the vTA will withhold keys for it, preventing secure VMs from running on
that host until it passes attestation. Thanks to Bob Planker’s blog here for explaining it.

Objective 1.11 — Explain Software Guard Extensions (SGX)

Intel’s Software Guard Extensions or SGX were created to meet the needs of the trusted computing
industry. How so? SGX is a security extension on some modern CPUs. SGX allows software to create
private memory regions called enclaves. The data in enclaves is only able to be accessed by the intended
program and is isolated from everything else. Typically this is used for blockchain and secure remote
computing.

vSphere 7 now has a feature called vSGX or virtual SGX. This feature allows the VMs to access Intel’s
technology if it’s available. You can enable it for a VM through the HTML5 web client. For obvious
reasons (can’t access the memory), you can’t use this feature with some of vSphere’s other features
such as vMotion, suspend and resume, or snapshots (unless you don’t snapshot memory).

That ends the first section. Next up, we will go over VMware Products and Solutions, which is a lot
lighter than this one was. Seriously my fingers hurt.

Picking up where we left off, here is Section 2. Once again, this version has been shaken up quite a bit
from previous VCP objectives; this section is a bit lighter than Section 1. Let’s dig in.

Section 2 — VMware Products and Solutions

Obijective 2.1 — Describe the role of vSphere in the software-defined data center (SDDC)


https://blogs.vmware.com/vsphere/2020/04/vsphere-7-vsphere-trust-authority.html

While | think most are acquainted with what VMware is referring to when they say SDDC or Software-
Defined Data Center, let us do a quick refresh for anyone that may not be aware.

VMware’s vision is a data center that is fully virtualized and completely automated. The end goal is
where all these different pieces are delivered as a service. vSphere is one of the main cornerstones and
what makes the rest of this vision possible. What does this look like? Here is a picture (credit to
VMware)
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The bottom layer is hardware. From there, the next layer is vSphere, which provides software-defined
compute and memory. Next, we see vSAN, which provides software-defined storage—finally, NSX,
which provides software-defined networking. Cloud Management is the next layer up.

Becoming cloud-like is the goal. Why? Cloud services are mobile, easy to move around as needed, and
are easy to start up and scale, both up and down. With a self-service portal and cloud-like services,
requests that previously took weeks or months to fulfill now take hours or even minutes. Using
automation to deliver these services ensure it’s done the same way, every time. Using automation also
makes sure it’s easy to track requestors and do appropriate charge-backs. vRealize Operations ensure
that you quickly see and are notified if low on resources and when to plan for more. Site Recovery
Manager and vSphere Replication enable you to continue offering those services even in the case of
disaster. But it all begins with vSphere.

Objective 2.2 — Identify use cases for vCloud Foundation

vCloud Foundation is a large portion of that SDDC picture above, but instead of needing to install each
piece manually, it gives you that easy install button. This easy button comes in two ways - first from an
appliance called VMware Cloud Builder. This appliance initially was a way to help VMware professional
services to implement VMware Validated Designs. It released to the general public in January of 2019.
The appliance itself can deploy the full SDDC stack, including:

e VMware ESXi
e \VMware vCenter Server
e VMware NSX for vSphere



VMware vRealize Suite Lifecycle Manager
VMware vRealize Operations Manager
VMware vRealize Log Insight
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e VMware vRealize Automation

e VMware vRealize Business for Cloud

e VMware Site Recovery Manager

e vSphere Replication

The second easy button is an appliance that is installed in vCloud Foundations called SDDC Manager.
This tool automates the entire lifecycle management from bring-up, to configuration and provisioning,
and updates and patching. Not only for the initial management cluster but infrastructure and workload
clusters as well. It also makes deploying VMware Kubernetes much easier. For VMware vCloud
Foundations, the Cloud Builder appliance only installs the following:

e SDDC Manager

e VMware vSphere
e VMware vSAN

o NSXfor vSphere
e vRealize Suite

We now have a better understanding of what vCloud Foundations is, let us talk use cases. VMware has
highlighted the main ones here. Those use cases are:

e Private and Hybrid Cloud
e Modern Apps (Development)
e VDI (Virtual Desktop Infrastructure)

It's an exciting product, and VMware says that it simplifies management and deployment and reduces
operational time. If you want to take a look at it, there are free Hands-On Labs VMware has made
available here.

Objective 2.3 — Identify migration options

One of the coolest, in my opinion, features of vSphere is the ability to migrate VMs. The first iteration of
this was in VMware Virtual Center 1.0 in 2003. Specifically, this was a live migration. A live migration is a
virtual machine running an application that could move to another host, with no interruption. This was
amazing for the time, and it’s still a fantastic feature today. There are several different types of
migrations. They are:

e Cold Migration — This migration is moving a powered-off or suspended VM to another host
e Hot Migration — This migration involves moving a powered-on VM to another host.

Additionally, different sub-types exist depending on what resource you want to migrate. Those are:

e Compute only — This is migrating a VM (compute and memory), but not it’s storage to another
host.

e Storage only — This is migrating a VM'’s storage, but not compute and memory to another
datastore.


https://www.vmware.com/products/cloud-foundation.html
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e Both compute and storage — This is how it sounds. Moves both compute memory and storage to
a different location.

Previously these migrations were known as a vMotion (compute only), svMotion (storage only), and
xvMotion or Enhanced vMotion (both compute and storage). To enable hosts to use this feature, hosts
on both sides of the migration must have a VMkernel network adapter enabled for vMotion. Other
requirements include:

e If a compute migration, both hosts must be able to access the datastore where the VM’s data
resides.

e Atleast a1l Gb Ethernet connection

e Compatible CPUs (or Enhanced vMotion Compatibility mode enabled on the cluster.)

Another type of migration is a cross vCenter Migration. This migrates a VM between vCenter Systems
that are connected via Enhanced Link Mode. Their vCenter’s times must be synchronized with each
other, and they must both be at vSphere version 6.0 or later. Using cross vCenter Server migration, you
can also perform a Long-Distance vSphere vMotion Migration. This type of migration is a vMotion to
another geographical area within 150 milliseconds latency of each other, and they must have a
connection speed of at least 250 Mbps per migration.

Now that we have identified the types of migrations, what exactly is vSphere doing to work this magic?
When the administrator initiates a compute migration:

e A VM s created on the destination host called a “shadow VM.”

e The source VM’s memory is copied over the vMotion network to the destination’s host VM. The
source VM is still running and being accessed by users during this, potentially updating memory
pages.

e Another copy pass starts to capture those updated memory pages.

o  When almost all the memory has been copied, the source VM is stunned or paused for the final
copy and transfer of the device state.

e A Gratuitous ARP or GARP is sent on the subnet updating the VM’s location, and users begin
using the new VM.

e The source VM’s memory pages are cleaned up.

What about a storage vMotion?

e |Initiate the svMotion in the Ul.

e vSphere uses something called the VMkernel data mover or if you have a storage array that
supports vSphere Storage APIs Array Integration (VAAI) to copy the data.

e A new VM process is started

e Ongoing I/0 is split using a “mirror driver” to be sent to the old and new virtual disks while this
is ongoing.

e vSphere cuts over to the new VM files.

Migrations are useful for many reasons. Being able to relocate a VM off one host or datastore to
another enables sysadmins to perform hardware maintenance, upgrade or update software, and
redistribute load for better performance. You can enable encryption for migration as well to be more
secure—a massive tool in your toolbox.



Objective 2.4 — Identify DR use cases

Many types of disasters can happen in the datacenter. From something smaller such as power outage of
a host to large, major scale natural disasters, VMware tries to cover you with several types of DR
protection.

High Availability (HA):

HA works by pooling hosts and VMs into a single resource group. Hosts are monitored, and in the event
of a failure, VMs are restarted on another host. When you create a HA cluster, an election is held, and
one of the hosts is elected master. All others are subordinates. The master host has the job of keeping
track of all the VMs that are protected and communication with the vCenter Server. It also needs to
determine when a host fails and distinguish that from when a host no longer has network access. Hosts
communicate with each other over the management network. There are a few requirements for HA to
work.

e All hosts must have a static IP or persistent DHCP reservation
e All hosts must be able to communicate with each other, sharing a management network

HA has several essential jobs. One is determining priority and order that VMs are restarted when an
event occurs. HA also has VM and Application Monitoring. The VM monitoring feature directs HA to
restart a VM if it doesn’t detect a heartbeat received from VM Tools. Application Monitoring does the
same task with heartbeats from an application. VM Component Monitoring or VMCP allows vSphere to
detect datastore accessibility and restart the VM if a datastore is unavailable. For exam takers, in the
past, VMware tried to trick people on exams by using the old name for HA, which was FDM or Fault
Domain Manager

There are several options in HA you can configure. Most defaults will work fine and don’t need to be
changed unless you have a specific use case. They are:

o Proactive HA — This feature receives messages from a provider like Dell’s Open Manage
Integration plugin. Based on those messages, HA migrates VMs to a different host due to the
possible impending doom of a host. It makes recommendations in Manual mode or
automatically moves them in Automatic mode. After VMs are off the host, you can choose
how to remediate the sick host. You can place it in maintenance mode, which prevents
running any future workloads on it. Or you could put it in Quarantine mode, which allows it
to run some workloads if performance is low. Or a mix of those with.... Mixed Mode.

o Failure Conditions and responses - This is a list of possible host failure scenarios and how
you want vSphere to respond to them. This is better and gives you way more control than in
past versions (5.x).

. Admission Control — What good is a feature to restart VMs if you don’t have enough
resources to do so? Admission Control is the gatekeeper that makes sure you have enough
resources to restart your VMs in case of a host failure. You can ensure resource availability
in several ways. Dedicated failover hosts, cluster resource percentage, slot policy, or you can
disable it (not useful unless you have a specific reason). Dedicated hosts are dedicated hot
spares. They do no work or run VMs unless there is a host failure. This is the most expensive
(other than failure itself). Slot policy takes the largest VM’s CPU and the largest VM's
memory (can be two different VMs) and makes that into a “slot” then it determines how
many slots your cluster can satisfy. Then it looks at how many hosts can fail and still keep all
VMs powered on based on that base slot size. Cluster Resources Percentage looks at total



resources needed and total available and tries to keep enough resources free to permit you
to lose the number of hosts you specify (subtracting the number of resources of those
hosts). You can also override this and set aside a specific percentage. For any of these
policies, if the cluster can’t satisfy resources for more than existing VMs in the case of a
failure, it prevents new VMs from powering on.

o Heartbeat Datastores — Used to monitor hosts and VMs when the HA network has failed. It
determines if the host is still running or if a VM is still running by looking for lock files. This
automatically uses at least 2 datastores that all the hosts are connected to. You can specify
more or specific datastores to use.

o Advanced Options — You can use this to set advanced options for the HA Cluster. One might
be setting a second gateway to determine host isolation. To use this, you need to set two
options.

1) das.usedefaultisolationaddress and
2) das.isolationaddress]...]
The first specifies not to use the default gateway, and the second sets additional addresses.

There are a few other solutions that touch more on Disaster Recovery.
Fault Tolerance

While HA keeps downtime to a minimum, the VM still needs to power back on from a different host. If
you have a higher priority VM that can’t withstand almost any outage, Fault Tolerance is the feature you
need to enable.

Fault Tolerance or FT creates a second running “shadow” copy of a VM. In the event the primary VM
fails, the secondary VM takes over, and vSphere creates a new shadow VM. This feature makes sure
there is always a backup VM running on a second, separate host in case of failure. Fault Tolerance has a
higher resource cost due to higher resilience; you are running two exact copies of the same VM, after
all. There are a few requirements for FT.

e Supports up to 4 FT VMs with no more than 8 vCPUs between them

e VMs can have a maximum of 8vCPUs and 128 GB of RAM

e HAis required

o There needs to be a VMkernel with the Fault Tolerance Logging role enabled
e If using DRS, EVC mode must be enabled.

Fault Tolerance works essentially by being a vMotion that never ends. It uses a technology called Fast
Checkpointing to take checkpoints of the source VM every 10 milliseconds or so and send that data to
the shadow VM. This data is sent using a VMkernel port with Fault Tolerance logging enabled. There are
two files behind the scenes that are important. One is shared.vmft and .ft-generation. The first is to
make sure the UUID or identifier for the VM'’s disk stays the same. The second is in case you lose
connectivity between the two. That file determines which VM has the latest data and that VM is
designated the primary when they are both back online.

vSphere Replication

Remote site Disaster Recovery options include vSphere Replication and Site Recovery Manager. You can
use vSphere Replication or both in conjunction to replicate a site or individual VMs in case of failure or
disaster. While I’'m not going to delve deep into vSphere Replication or SRM, you should know their
capabilities and, at a high level, how they work.



vSphere Replication is configured on a per-VM basis. Replication can happen from a primary to a
secondary site or from multiple sites to a single target site. It uses a server-client model with appliances
on both sides. A VMkernel with the vSphere Replication and vSphere Replication NFC (network file copy)
role can exist to create an isolated network for replication.

Once you have your appliances setup and you choose which VMs you want to be replicated, you need to
figure out what RPO to enable. RPO is short for Recovery Point Objective. RPO is how often you want it
to replicate the VM and can be as short as 5 minutes or as long as every 24 hours.

Site Recovery Manager uses vSphere Replication but is much more complex and detailed. You can
specify runbooks (recovery plans), how to bring the other side up, test your failovers, and more.

The above tools are in addition to VMware’s ability to integrate with many companies to do backups.

Objective 2.5 — Describe vSphere integration with VMware Skyline

VMware Skyline is a product available to VMware supported customers with a current Production or
VMware Premier Support contract. What is it? A proactive support service integrated with vSphere,
allowing VMware support to view your environment’s configurations and logs needed to speed up the
resolution to a problem.

Skyline does this in a couple of ways. Skyline has a Collector appliance and a Log Assist where it can
upload log files directly to VMware (with customer’s permission). Products supported by Skyline include
vSphere, NSX for vSphere, vRealize Operations, and VMware Horizon. If you want to learn even more,
visit the datasheet here.

Section 4 — Installing, Configuring, and Setup

Objective 4.1 — Describe single sign-on (SSO) deployment topology

In the previous version of vSphere, you could deploy vCenter Server on a single server, which included
the SSO components, or you could break it into multiple components. Sign-ons were serviced by the
Platform Services Controller, and you could set more than one up to help with a massive load or
multiple sites. With vSphere 7, this has been changed. You now only have the embedded vCenter Server,
which has all components in a single appliance. You can scale out for larger loads. For resiliency, you can
deploy vCenter High Availability. For multiple sites, you can leave the single vCenter in place, or you can
have a second vCenter for the other sites and connect them with Enhanced Link Mode. Enhanced Link
Mode enables you to manage all vCenters from a single HTML5 client.

vCenter Single Sign-On

This service provides authentication services for vSphere software components, not just vCenter Server.
It allows communication between the components via a secure token exchange, and all communication
is encrypted. The default domain is vsphere.local, but can be changed during setup. It is also good to
note that you dont want to have your single sign-on domain be the same as your Active Directory
domain name. This can cause authentication problems if you do. Single sign-on can also authenticate
from other identity sources, as well cover in Objective 4.3.2 and .3. Components of SSO include:

e STS (Security Token Service) — This component issues SAML tokens to represent the identity of a
user. These tokens allow authentication to any service that uses SSO without needing to sign on
to each individually. All tokens are signed with a certificate that is stored on disk.
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e Administration Service — This component allows administrators or those with administrator
services to configure SSO.

e VMware Directory Service (vmdir) — This component stores and manages SSO accounts and
passwords. It also is an LDAP directory that replicates to peers and is available on port 389. If
you have multiple vCenters in Enhanced Link Mode, this directory is replicated between all
vCenters included.

e Identity Management Service — This component handles managing identity sources and STS
authentication requests.

Objective 4.1.1 — Configure a single sign-on (SSO) domain

Configuring a single sign-on (SSO) domain is done during the initial setup of the vCenter Server
Appliance. The vCenter Server Appliance install has two stages. Single sign-on installation happens in the
second stage. Here is the screen to set up SSO. You have the option of creating a new SSO or joining an
existing one.

vm Install - Stage 2: Set Up vCenter Server

1 Introduction SSO configuration

2 wvCenter Server configuration )
* Create a new S50 domain

2l sl il il Single Sign-On domain name @
4 Configure CEIP Single Sign-Cn user name administrator
5 Ready to complete Single Sign-On password @

Confirm password
Join an existing SSO domain

‘ PSC |

vCenter

J

CANCEL BACK NEXT

To create a new, you will need to supply a domain name and password. Once again, make sure the
domain name chosen is not the same as your Active Directory domain. After created, you will need to
add users and groups or configure an identity source to enable other users.

Objective 4.1.2 — Join an existing single sign-on (SSO) domain



As with previous versions of vSphere, vCenter Server can be joined to an already existing SSO domain.
This can be done both during the setup of the vCenter Server appliance, or it can be performed via
command line later by repointing an appliance to the domain. Reasons to do this include:

o Simplified backup and restore process
e Single inventory view — ease of management

e Separation of resources or the ability to manage more resources than a single vCenter Server
appliance can

Up to 15 vCenter Server appliances can be connected and displayed using a single-window view.

Objective 4.2 — Configure VSS advanced virtual networking options
You configure virtual networking in different ways, depending on your environment. Configuring VSSs
can be done using the ESXi HTML5 client as seen here

vmware EsxXi’ root@192.168.1.30 v | Help v | (CRELEEIN)]
“1% Navigator €) r420aus02.lab.local - Networking
- @ Host Port groups Virtual switches Physical NICs VMkemel NICs TCPIP stacks Firewall rules
Manage
DRI %3 Add port group | @ Refresh (@, Search |
{1 Virtual Machines Mame ~  Activep...~ VLANID ~ Type ~ | wSwitch ~  VMs w
B storage & dv_PG_External 0 Unknown Distributed virtual port group & dvSwitch 0
& Networking . & dvSwitch-DVUplinks-341 1 Unknown Distributed virtual port group = dvSwitch 0
Q VM Network 3 0 Standard port group =B vSwitchD 2
@ Management Network 1 0 Standard port group =B vSwitchD MIA
4 items
#

Physical NICs are how you access your Physical Network. You create VMKernel ports, which are how ESXi
accesses the internal switch for management tasks, and you have Virtual switches to connect both.
Finally, you have port groups, which is a grouping of vNICs or the virtual machine NICs. A better way to
show this is with a picture.

1. These are the VMKernel ports — These are used for management tasks such as vMotion etc.
2. pNICS or Physical Network cards are on the other side and how you reach the physical network.
3. VM Network is the name of my Port Group, which is how | group all the NICs from the VMs

underneath. | group them to perform tasks on all of them easier.



4.

4.

e: VM Network ses

The construct in the middle is my Virtual Switch. This one is a VSS

& Management Network see ~ Physical Adapters
VLAN ID: -- ] wmnic2 1000 Full
w WMkernel Forts (1)

vmkO 1 192.168.1.29 see

WLAMN 1D --

w Wirtual Machines (6)
2076 Server Template see
2019 Server Template - Activated see
2019 Server Template M3 wew
Edge 5.0.2_Build_1980_GA | TS
SGL Server Template Srv2019 - AL see
vCenter b oaes

00000 B |
@

These are the VMKernel ports — These are used for management tasks such as vMotion, etc.
pNICS or Physical Network cards are on the other side and how you reach the physical
network.

VM Network is the name of my Port Group, which is how | group all the NICs from the VMs
underneath. | group them to perform tasks on all of them easier.

The construct in the middle is my Virtual Switch. Objective 4.3 — Set up identity sources

Advanced options for virtual standard switches are:

MTU Size — Change the size of the IP packets being sent.

Security — There are three options under here. Promiscuous Mode, MAC Address Changes, and
Forged Transmits

Traffic Shaping — on a VSS, you can only shape outgoing traffic

Teaming and Failover — Control the path, load balancing algorithm, and what happens when the
physical NICs fail.

The options we need to cover a bit more are Security and Teaming. Security settings include:

Promiscuous Mode — This can be defined at the switch or port group level. If this is enabled, the
VMs on that virtual switch can see all traffic traversing it.

MAC Address changes — If this setting is set to accept, ESXi will allow requests to change the
MAC address to something other than the original assigned to that virtual NIC. It will then
accept traffic for the new MAC address. This is for inbound traffic.



e Forged Transmits — ESXi, by default, will check to make sure that the MAC address is transmitted
by the guest OS is the same that as the source MAC address. This affects outbound traffic.

The last one we cover is Teaming and failover. You have 3 types of load balancing available + 1 failover:

e Route based on Originating Port ID — In this load balancing, each VM will take the next physical
NIC in line as they transmit data.

e Route based on Source MAC Hash — In this load balancing method, each VM NICs MAC address
is mapped to a specific physical NIC. This wont change unless the physical NIC fails.

e Route based on IP Hash — This method must be chosen if you want to use LACP or Etherchannel.
With this load balancing method, you can link multiple physical NICs to form a single logical
channel.

e Explicit Failover Order — No load balancing, just follows the failover order assigned.

Failover can use either link status or beaconing to detect a failure. You can decide what you want ESXi to
do in case of failure. Failback will check to see if a failed NIC has recovered and, if so, return it to active
duty. The notify switch option allows the host, if it has another physical NIC attached and active, to
notify the switch of the failure.

Objective 4.3 — Setup identity sources
Identity sources in vCenter Server allow users from other places, such as Active Directory, to log in to
vCenter Server using the same username and password. Supported identity sources include

e Active Directory over LDAP
e Native Active Directory
e OpenlLDAP directory

In this example, | add my Windows AD as an identity source. To add the identity source, do the
following:

Click on the Menu and select Administration



vm vSphere Client

D ..

% Shortcuts

&% Shortcuts ctrl + alt + 1
Hosts and Clusters [ Hosts and Clusters ctrl + alt + 2
VMs and Templates WMs and Templates ctrl + alt + 3
& storage E Storage ctrl + alt + 4
& Networking & MNetworking ctrl + alt + & Hz free

[ Content Libraries Content Libraries ctrl + alt + &

s [ K

2]
o

% Workload Management Workload Management

)

[ Global Inventory Lists 13.6 GHz total

&

Global Inventory Lists

Folicies and Profiles Folicies and Profiles

@ Auto Deploy Auto Deploy

Hybrid Cloud Services

29 &

{9 Hybrid Cloud Services

)
'

<|» Developer Center Ceveloper Canter

22

%% Administration s Administration bowered OF
Tacks Tasks
O Events g Events

Click on Configuration underneath Single Sign-On



Administration
+ Access Control

Roles

Global Permissions
- Licensing

Licenses
« Solutions

Client Plugins

viCenter Server Extensions
+ Deployment

System Configuration

Customer Experience Improvement Pro..
 Support

Upload File to Service Request
~ Certificates

Certificate Management
+ Single Sign On

Jsers and Groups

| Configuration




If you havent done so already, you must join the Active Directory Domain before adding it as an identity
source. You do that by selecting the Active Directory Domain in the center pane. Click on Join AD.

Configuration

Identity Provider Local Accounts Login Message

Type Embedded

ldentity Sources

JOIN AD

Active Directory Domain

Smart Card Authentication

Node

@ v mgmtvVClablocal

The node didn't join any Active Directory.



Fill out the needed information and select Join. You will need to reboot the vCenter Server node after
this is done (just like a Windows machine, eh? )

Join Active Directory Domain X

Domain lab local

Organization Unit (optional)

Username mwilsonclab. local

S—— [@]

Password

| {:;i.:} Reboot the node to apply changes. |
CANCEL JOIN

You can reboot the node afterward, by selecting System Configuration from the left and then highlight
the node, and click Reboot Node. Enter a reason on the popup and click reboot. You will lose
connectivity to the vCenter Server during the reboot process.

Administration

+ Access Control S}"Stem Conﬂgu ration

Roles
EXPORT SUPPCORT BUNDLE REBOOT NCODE

Global Permissions

« Licensing

Node T Node Health
Licenses °
> d  mgmtVC.lab.local & Good
~ Solutions Q'
Client Plugins

vCenter Server Extensions

~ Deployment

System Configuration

Customer Experience Improve...

When the system comes back up, login and navigate to administration and Single sign-on again, now you
should be able to add the Identity Source. Click on Add.



Configuration

[dentity Provider Local Accounts Login Message
Type Embedded
I ldentity Sources ADD
Active Directory Domain
Smart Card Authentication Name . Server URL . Type

In my case, | added a Windows Active Directory Domain, so it is already filled out for me. | can choose if |
want to use a Machine Account (vCenter Server becomes a computer account in the domain) or if | want
to use an SPN. | will leave it as a machine account. You could use SPN if you expect to change the

computer name of vCenter at some point.

System Domain

Local OS5 (Default)

Add Identity Source

Identity Source Type Active Directory (Integrated Windows Authentication)

Domain name * (1) LAB.LOCAL

@ Use machine account

() Use Service Principal Name (SPN)

| will now change the default authentication source to be the AD domain. If you set this, instead of
needing to use your username@domain.com, you only have to use username.



mailto:username@domain.com

Configuration

Identity Provider Local Accounts Login Message
CHANGE
Type Embedded
I ol Sl ADD EDIT SET AS DEFAULT| REMOVE
Active Directory Domain
Smart Card Authentication Name = Server URL = Typa = Domain
-- -- System Domain vsphere local
-- - Local O5 (Default) localos
o - -- Active Directory (Intear LABLOCAL
ated Windows Authenti
cation)

You may need to add access to a user. To do this, click on users and groups on the left and then click on
Groups and the group you want to edit. Click the ellipsis in front and click Edit.



vm vSphere Client Menu

Administration
- Access Control US@I’S and GFOUDS
Roles
Users Groups
Global Permissions
- Licensing ADD GROUP
Licenses
- Solutions Group Mame T Description
Client Flugins
vCenter Server Extensions ExternallDPUsers Well-known external IDE
- Deployment
RegistryAdministrators Allows members to man
System Configuration
Customer Experience Improve...
ComponentManager. Administrators Component Manager Ag
- Support
] i i
Upload File to Service Request ServiceProviderUsers Users allowed to manag

- Single Sign On

Users and Groups : AutolUpdate Users allowed to perforr

Conﬁguration

- Certificates : MNsxViAdministrators S50 group to manage M

Certificate Management
Administrators

DCClients

Then select the domain you will be pulling the user from and then type in the username. It should auto
finish for you and then click Save



Edit Group X

Group Name * Administrators

Description

Add Members * | LABLOCAL l ~

[Mwilson ]

CANCEL SAVE

Now log out and try again. Success!




|= Datastores MNetworks

CPU Free: 110.1 GHz
Used: 3.45 GHz Capacity: 113.55 GHz
Memory Free: 485.25 GB
Used: 170.3 GB Capacity: 855.58 GB
Storage Free: 578 TB
Used: 527 TB Capacity: 52.87 TB

Objective 4.3.1 — Configure Identity Federation

With vCenter Server federation, you are authenticating with Active Directory. How is this different from
regular? With federation in place, you arent providing your credentials to vCenter Server at all. vCenter
Server trusts Active Directory, and it redirects the credentials to AD. How is this better?

e You can use SSO with existing apps and infrastructure youve already set up.
e Security is better since vCenter doesnt handle credentials
e You can use additional authentication mechanisms such as Multi-Factor Authentication

Currently, vCenter Server only supports Microsoft Active Directory Federation Services. The components
needed are:

e vCenter Server

e The identity provider service configured on the vCenter Server
e An AD FS server and AD domain

e An AD FS Application Group

e AD groups and users that map to the vCenter Server

To configure it, you need to follow the flow set here. Here is the flow chart VMware provides for this.



@ H . . ! Trust Management Service @ Configure @
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AD FS Administrator wCenler Server

Administrator

vmware-stsd Service

Identity Management
(1IDM)

................... Adn'ﬁnsénter @
| AD FS Provider

vCenlar Server vSphere Client

Configure

g
]
o
g
3

Authorization

Im only going to cover the vCenter piece of this. To do this, you will need to go back to the
Administration > Configuration.

vm vSphere Client

Administration

@} Home ctrl + alt + home
Access Control
T # Shortcuts ctrl + alt +1
Rales .
Login Message
Global Permissions Hosts and Clusters ctri+ alt + 2
~ Licensing &) VMs and Templates ctrl + alt + 3 CHANGE IDENTITY PROVIDER @
Licenses & storage ctrl + alt + 4
~trl + alt + & Embedded
+ Solutions Networking Cti alt +5
Client Plugins E Content Libraries ctrl +alt + 6
£, - trl + alt +
vCenter Server Extensions % Workload Management  cirl + alt D
Global Inventory Lists ctri+alt + 8
~+ Deployment E;' yLists
N ) Name T Server URL T Type T Domain Y
System Configuration & Policies and Profiles
i - - System Domain vsphere.log
Customer Experience Imprg & Auto Deploy v ! P
= Support & Hybrid Cloud Services
) - - Local 0S localos
Uplead File to Service Requ <|> Developer Centg
. . Lab.local - Active Directory (Integrated Windows Authenticatio Lab.local
~ Single Sign On n
Users and Groups
Configuration P

Og Events

~ Certificates

7 Tags & Custom Attributes
Certificate Management
2 Lifecycle Manager

Click on the | next to Change Identity Provider on the right side. Copy both of the links that pop up. You
will need these later.



Configuration

Identity Provider Local Accounts Login Message

CHANGE IDENTITY PROVIDER |®|

Type =
Change Identity Provider

I ldentity Sources A

. . i vCenter Sever supports external identity providers to manage your users and groups. You can
Active Directory Domain
N o migrate from using the embedded vCenter Server identity provider to an external identity
Smart Card Authentication
provider. For more information, see the vSphere documentation.

Redirect URIs

https//mgmtVClab local/ui/login - COPY URI

https//mgmtVvC.lab local/ui/login/oauth2/authcode COPY URI

You need to create an OpenID Connect configuration in AD FS and configure it for vCenter. Follow the
directions here to do that in Windows 2016. Record the following when you created the AD FS group.

e C(Client Identifier
e Shared Secret
e OpenlD address of the AD FS server

When that is complete, go back to your vCenter Server and click on the Change Identity Provider link on
the right side.

Configuration

Identity Provider Local Accounts Login Message

CHANGE IDENTITY PROVIDER I@

Type Embedded

I Identity Sources ADD
Active Directory Domain

Smart Card Authentication

MName ju lsjzr:er ju Type u Domain u Alias
- - System Domain vsphere.loc -
al
- - Local ©OS ocalos -
Lab.loca - Active Directory (Integrated Windows Auth Lab.loca Lab.loc

entication)


https://kb.vmware.com/s/article/78029

This link brings up a wizard to configure the Main Identity Provider. Select Microsoft ADFS and click Next

Configure Main Identity
Provider

1 Identity Provider

Identity Provider X

© Microsoft ADFS

(C) Embedded (Integrated Windows Authentication, Active Directory over LDAP, Open LDAP)

CANCEL NEXT

This step, you will enter the information you wrote down from the AD FS server above.

Configure Main ldentity
Provider

1 Identity Provider

2 ADFS server

ADFS server X

Application Group

Client Identifier * (T)

Shared secret * ()

CpenlD

OpeniD Address * (T)

CANCEL BACK NEXT




For the next screen, enter user and group information for AD over LDAP connection.

Configure Main Identity Users and Groups
Provider

Base distinguished name for users
1 Identity Provider
Base distinguished name for groups

2 ADFS server

(1)
Username ()

3 Users and Groups
Password

Primary server url ()

Secondary server url

SSL certificates (D)

Mo certificates added

CANCEL BACK

Definitions for the fields are as follows:

e Base Distinguished name for users — This will be in the form DC=example, DC=com

e Base Distinguished name for groups — This looks something like this
CN=Users,CN=BuiltIn, DC=example, DC=com

e Username —ID of a user with a minimum of read access to the Base DN for the users and
groups.

e Password — Password for the above user

e Primary Server URL — Primary domain controller LDAP server for the domain. Use the format
ldap://hostname:port or ldaps://hostname:port

e Secondary Server URL — Second LDAP domain controller used for failover

e SSL certificates — if you want to use secure LDAP with your LDAP server

Finish that up and then assign users using that domain as you would for other identity providers

Objective 4.3.2 — Configure Lightweight Directory Access Protocol (LDAP) integration
LDAP has two supported options. Active Directory over LDAP and OpenLDAP. To choose one of these
options, go back to the same place in Menu > Administration > Configuration and click on Add



Add Identity Source X

Identity Source Type Open LDAP -
Active Directory (Integrated Windows Authentication)

Identity source name Active Directory over LDAP
Open LDAP

Base distinguished name for users ~ Local operating system of S50 server

Base distinguished name for groups *

Domain name * (3)

Domain alias (3)

Username * ()

Password *

Primary server url * (3)

Secondary server url

SSL certificates (1) BROWSE

Mo certificates added.

CANCEL

Here are your options. If you click on Open LDAP, you must fill out the above information. The
definitions and syntax will be the same as shown above — here it is again, so you dont need to click up.

e Base Distinguished name for users — This will be in the form DC=example, DC=com

e Base Distinguished name for groups — This looks something like this
CN=Users, CN=BuiltIn, DC=example, DC=com

e Domain Name — This is the fully qualified domain name. Do not provide an IP address.

e Domain Alias — This is also known as the NETBIOS name.

e Username —ID of a user with a minimum of read access to the Base DN for the users and
groups.

e Password — Password for the above user

e Primary Server URL — Primary domain controller LDAP server for the domain. Use the format
ldap://hostname:port or ldaps://hostname:port

e Secondary Server URL — Second LDAP domain controller used for failover

e  SSL certificates — if you want to use secure LDAP with your LDAP server



Objective 4.3.3 — Configure Active Directory integration
For this one, see above Objective 4.3, as that is the one | chose to do first.

Objective 4.4 — Deploy and configure vCenter Server Appliance
The vCenter Server Appliance can be configured both from a GUIl and CLI. The steps | show here will be
using the GUI.

The download from VMware is an I1SO file. This ISO can either be unzipped or, using Windows 10, and
you can double click on it to mount the CD on your computer. Then navigate down to the following
folder (this is different if you are using Linux or Mac)

63 items

| O | = | win32 N -
Home Share Wiew
« v I | » ThisPC » DVD Drive (G:) VMware VCSA » wcsa-ui-installer » win32 v | @ 2 Search win32
MName - Date modified Type Size
# Quick access api-ms-win-crt-utility-1-1-0.dll 12/17/2019 11:43 PM Application exten... 19 KB
& OneDrive D blink_image_resources_200_percent.pak 21772019 11:43 PM PAK File SKB
D centent_resources_200_percent.pak 019 11:43 PM PAK File 1KB
& This PC [ content_shell.pak 2/17/2019 11:43 PM PAK File 7,307 KB
- 3D Objects d3dcompiler_47.dlI /17/2019 11:43 PM Application exten... 3,386 KB
[ Desktop ffmpeg.dll 12/17/2019 11:44 PM Application exten... 1,577 KB
Documents ] icudtl.dat 2/17/2019 11:43 PM DAT File 9,033 KB
3 Downloads 019 11:43 PM Application 51,251 KB
Movies libEGL.dII 2/17/2019 11:44 PM Application exten... 31KEB
N _ libGLESV2.dll 2/17/2019 11:43 PM Application exten... 2,867 KB
d Music [ LICENSE 2/17/2019 11:43 PM File 2KB
[=] Pictures € LICENSES.chromium 2/17/2019 11:43 PM Chreme HTML Do... 1,862 KB
B videos msvep140.dil 12/17/2019 11:43 PM Application exten... 430 KB
., Local Disk (C:) [ natives_blob.bin 12/17/2019 11:43 PM BIM File 171 KB
NVMe (D) node.dll 12/17/2019 11:44 PM Application exten... 14,743 KB
Archive Data (E9) ucrtbase.dll 2/17/2019 11:43 PM Application exten... 1,143 KB
" DVD Drive (G:) VMware VCSA 'I D ui_resources_200_percent.pak 019 11:43 PM PAK File 110 KB
= D v8_context_snapshot.bin 019 11:43 PM BIM File 1,441 KB
= Main_Share (\192.168.1.22) (W) veruntime140.dll /17/2019 11:43 PM Application exten... 82 KB
=¥ Network D version 21772019 11:43 PM File 1KB
- [ wiews resources 200 mercent.nak 121772019 11:43 PM PAK File 56 KB




Run the executable shown in the picture. Once this is run, you have the following screen appear.

_,J wCenter Server Installer

- O X

Installer

vm vCenter Server 7.0 Installer @@ English -

#FESR <JIT_—_K> / /;\/
iy Wb | N

Install Upgrade Migrate Restore

To install a new vCenter Server Appliance, click on Install. The following screen appears. It describes the
first of two stages for the vCenter Server Appliance install.



(& vCenter Server Installe - O
Installer
vm Install - Stage 1: Deploy vCenter Server
: Introduction
1 Introduction
-
2 End user license agreement & The External Platform Services Controller deployment has been deprecated Learn more
3 vCenter Server deployment target This installer allows you to install & vCenter Server 7.0.
4 Set up vCenter Server VM Stage 1
5 Select deployment size
/ \
6 Select datastore ~
7 Configure network settings G
8 Ready to complete stage 1
Deploy vCenter Server
Installing the vCenter Server is a two stage process. The first stage involves deploying a new vCenter Server to the target
ESXi host or a compute resource in the target vCenter Server. The second stage completes the setup of the deployed
vCenter Server. Click Next, to proceed with stage 1 -
CANCEL NEXT

Select Next. Accept the terms of the License Agreement and click Next.

You need to enter the ESXi host or vCenter Server you will install this vCenter to. You also need to tell it
the port (default is 443) and then enter the username and password for the resource you want to use.



[ vCenter Server Installe - O

Installer

vm Install - Stage 1: Deploy vCenter Server

vCenter Server deployment target

Introduction

_ ) Specify the vCenter Server deployment target settings. The target is the ESXi host or vCenter
2 End user license agreement
Server instance on which the vCenter Server will be deployed.

3 wvCenter Server deployment target

ESXi host or vCenter Server Enter FQDN or IP Address @
4 Set up vCenter Server VM name
5 Select deployment size HTTPS port 443
6 Selec_‘ dataStore User name oot or UserName@DomainMName @
7 Configure network settings Pazsword
8 Ready to complete stage 1

CANCEL BACK NEXT

Accept the Certificate Warning and give the vCenter Server a name and password.



vm Install - Stage 1: Deploy vCenter Server

Introduction

2 End user license agreement

3 wvCenter Server deployment target

EEY

Set up vCenter Server VM

w

Select deployment size

6 Select datastore

Configure network settings

]

[#3]

Ready to complete stage 1

Set up vCenter Server VM

Specify the WM settings for the vCenter Server to be deployed.

VM name VMware vCenter Sr:rved

Set root password

Confirm root password

CANCEL

‘ BACK ‘ NEXT

You now need to decide the size of your vCenter Server. This will be dictated by the number of hosts and

services you are using.



vm Install - Stage 1: Deploy vCenter Server

. Select deployment size
1 Introduction

B ) Select the deployment size for this vCenter Server.
2 End user license agreement

3 vCenter Server deploy‘ment target For more information on deployment sizes, refer to the vSphere 7.0 documentation.

. Depl t si Medi
4 Setup vCenter Server VM Eployment size Edium

5 Select deployment size Storage size Default &)
6 Select datastore Resources required for different deployment sizes
7 Configu-'e network settings Deployment Size vCPUs Memory (GB) @ Storage (GB) | Hosts (up to) | VMs (up to)
Tiny 2 12 415 10 100
8 Ready to complete stage 1
small 4 19 480 100 1000
Medium 8 28 700 400 4000
Large 16 37 1065 1000 10000
X-Large 24 56 1805 2000 35000

CANCEL BACK NEXT

Select the datastore you will use for the vCenter Server files.



vm Install - Stage 1: Deploy vCenter Server

1 Introduction

2 End user license agreement

3 vCenter Server deployment target

4 Set up vCenter Server VM

5 Select deployment size

6 Select datastore
7 Configure network settings

8 Ready to complete stage 1

Configure your network settings.

Select datastore
Select the storage location for this vCenter Server

© Install on an existing datastore accessible from the target host

show only compatible datastores

MName T Type T Capacity Free T Provisioned ¥

(O Install on a new vSAN cluster containing the target host (@)

CANCEL

Thin T
Provisioning

0 item

ACK NEXT



vm Install - Stage 1: Deploy vCenter Server

1 Introduction

2 End user license agreement

3 vCenter Server deployment target

4 Set up vCenter Server VM

5 Select deployment size

6 Select datastore

7 Claim disks for vSAN

8 Configure network settings

9 Ready to complete stage 1

Configure network settings

Configure network settings for this vCenter Server

Network

IP version

IP assignment

FQDN

IP address

Subnet mask or prefix length

Default gateway

DNS servers

WM Network @

IPv4

static

mvcenter.lab loca @

192.168.112

255.255.255.0 @

192.168.11

192.168.1.20,192.168.1.16

CANCEL BACK NEXT

Review and start the install. When Stage 1 is complete, you will get the following screen.



Install - Stage 1. Deploy vCenter Server

@ You have successfully deployed the vCenter Server.

To proceed with stage 2 of the deployment process, vCenter Server setup, click Continue.

If you exit, you can continue with the vCenter Server setup at any time by logging in to the vCenter Server Management Interface

https:#/mvcenter lab local:5480/
CLOSE CONTINUE

Continue on to the Second Stage — this is where you configure the vCenter Server.



Install - Stage 2- Set Up vCenter Server

Introduction Introduction

i . vCenter Server installation overview
vCenter Server configuration

SS0O configuration Stage 2

Configure CEIP 0

Ready to complete

Set up vCenter Server

nstalling the vCenter Server is a two stage process. The first stage has been completed.
Click Next, to proceed with Stage 2, setting up the vCenter Server.

CANCEL NEXT

First step, set up time synch and SSH access.



Install - Stage 2: Set Up vCenter Server

vCenter Server configuration

ntroduction

vCenter Server configuration

Time synchronization mode Synchronize time with the ESXi ho ~
S50 configuration

55H access Disabled ~
Configure CEIP

Ready to complete _ ) o
o For vCenter Server High Availability (HA), enable SSH access.

CANCEL BACK NEXT

Next, we need to create a new SSO domain or join an existing SSO domain.



Install - Stage 2: Set Up vCenter Server

SSO configuration

ntroduction

vCenter Server configuration .
* Create a new SSO domain

SSO contiguration Single Sign-On domain name

Configure CEIP Single Sign-On user name administrator

Ready to complete Single Sign-On password

Confirm password

Join an existing SSO domain

vCenter

CANCEL BACK NEXT

You now need to decide if you want to join the VMware Customer Experience Improvement Program.
This means you will be sending information back to VMware, although it is scrubbed of identifying data.



Install - Stage 2: Set Up vCenter Server

Configure CEIP

Join the VMware Customer Experience Improvement Program

ntroduction
vCenter Server configuration

S50 configuration
Participating in VMware’s Customer Experience Improvement Program (“CEIP™)
Configure CEIP enables VMware to provide you with a proactive, reliable, and consistent
vSphere environment and experience. Examples of such enhancements can be

Ready to complete seen in the following features:

* vSphere Health

* vSAN Online Health

* vCenter Server Update Planner
* vSAN Performance Analytics

* Host Hardware Compatibility

* vSAN Support Insight

CEIP collects configuration, feature usage, and performance information. No
personally identifiable information is collected. All data is sanitized and
obfuscated prior to being received by VMware.

For additional information on CEIP and the data collected, please see VMware's

Join the VMware's Customer Experience Improvement Program (CEIP)

CANCEL BACK NEXT

Review the information and then click Finish.



Install - Stage 2: Set Up vCenter Server

ntroduction Ready to complete

Review your settings before finishing the wizard.
vCenter Server configuration
S50 configuration Network Details

MNetwork configuration Assign static IP address
Configure CEIP B version Bya
Host name mvcenter.lab.loca
P Address 192.168.112

Subnet mask 255.255.255.0

Ready to complete

Gateway 192.168.11
DNS servers 192168120 ,192168.1.16
vCenter Server Details

Time synchronization mode Synchronize time with NTP servers

NTE Servers O.vmware. pool.ntp.org, 1vmware pool.ntp.org,
2 vmware.pool.nip.org

SS5H access Disabled
SSO Details

Domain name vsphereloca

Joined PSC veenterllab.local:443

CANCEL BACK m

There are more configuration options you can do, such as backups, but that will be later.

Objective 4.5 — Create and configure VMware High Availability and advanced options

(Admission Control, Proactive High Availability, etc.)
We've already covered what VMware HA and its advanced options are/do. Let’s discuss how to
configure it.

First, click on the cluster you want to work on. Next click on Configure, then on vSphere Availability



vm vSphere Client

g @9 [1 Mgmt Cluster

Services v vSphere HA is Turned OFF

untime information for vSphere HA is reported under € HA

v [ mgmtvClanlocal Summary Monitor Permissions Hosts VMs Datastores MNetworks Updates

v [B HomeLab

~ [[]] Mgmt Cluster vSphere DRS
[ mgmtiiablocal vSphere Avallabilit roactive HA is Turned OFF
B mamt2.iab.local

Configuration v re conditions and responses

Re:

> E vsanwitness.lab.local .
Quickstart

General
Security
Licensing

VMware EVC

VM/Host Groups

VM/Host Rules

VM Overrides

I/O Filters
Admission Contro Expand for details

Then click on Edit for vSphere HA.



Edit Cluster Settings = Mgmt cluster X

vsphere HA (I

Failures and responses  Admission Control  Heartbeat Datastores  Advanced Options

To activate HA, you will need to click on the toggle shown. This enables the rest of the options on here.
You can configure them as your environment needs. Again, if you need to, go back to the first section
(Objective 1.6.4) to remind yourself what those options do. The screens look like this

Admission Control



vsphere HA @D

Failures and responses  Admission Control

host failures will increase the availability constrai

Host failures cluster tolerates

Define host failover capacity by

Performance degradation WMs tolerate

Edit Cluster Settings | mgmt Cluster

Heartbeat Datastores  Advanced Options

Admission control is a policy used by vSphere HA to ensure failover capacity within a cluster. Raising the number of potential

nts and capacity reserved.

Maximum is one less than number of hosts in cluster.

| Cluster resource Percentage w

[ override calculated failover capacity.

Reserved failover CPU capacity: 50 % CPU
Reserved failover Memory capacity: 50 % Memory
100 %

Percentage of performance degradation the YMs in the cluster are allowed to
tolerate during a failure. 0% - Raises a warning if there is insufficient failover
capacity to guarantee the same performance after WMs restart. 100% -

Warning is disabled.

CANCE oK

Heartbeat Datastores




Edit Cluster Settings = Mgmt Cluster

vSphere HA ()

Failures and responses  Admission Control  Heartbeat Datastores Advanced Options

vSphere HA uses datastores to monitor hosts and virtual machines when the HA network has failed. vCenter Server selects 2

datastores for each host using the policy and datastore preferences specified below.

Heartbeat datastore selection policy:

(O Automatically select datastores accessible from the hosts
(O Use datastores only from the specified list

® Use datastores from the specified list and complement automatically if needed

Available heartbeat datastores

Name Datastore Cluster Hosts Mounting Datastore .|

CANCE OK

Advanced Options



Edit Cluster Settings = Mgmt Cluster X

vSphere HA ()

Failures and responses  Admission Control  Heartbeat Datastores  Advanced Options
You can set advanced options that affect the behavior of your vSphere HA cluster.

g Add 3 Delete

Option Value

Mo items to display

To enable Proactive HA, click on the Edit button on Proactive HA.




Edit Proactive HA | Mgmt Cluster X

Status ()
Failures & Responses Providers
You can configure how Proactive HA responds when a provider has n er, indicating a partial
failure of that host. In the event of a partial failure, vCenter Server can proactively migrate the host's running WMs to a healthier
host.
Automation Level Manual
DRS will suggest recommendations for WMs and Hosts.
Remediation Quarantine mode
™y i idi i
W1/ Balances performance and a v, by avoiding the usage of partially degraded hosts as
long as VM performance is una

You will need to click on the toggle to enable this as well. Keep in mind that if no provider is found, it
won’t have any automated response.

Objective 4.6 — Deploy and configure vCenter Server High Availability

We covered the concept of vCenter HA back in Objective 1.2. Quick refresher for you though. vCenter
Server HA works by using a total of 3 nodes. One Active, one passive, and one witness nodes. The active
node is the only machine the admin will interact with. All the nodes communicate with each other in the
background over a separate HA network to continually replicate data to the passive node and the
witness provides quorum in case of split-brain scenarios (network connection loss). If something
happens to the active node, the passive will automatically switch and pick up the slack.

What do we need for vCenter Server HA? A few things.

e SSH needs to be enabled

o Network latency must be less than 10ms for all the nodes

e HA network must be on a separate subnet than management

e HArequires a standard vCenter Server license

e  While not required, a minimum of 3 hosts is recommended. (There are affinity rules created and
if you try to do this all on a single host, it won’t work)

e ESXi 6.0 and vCenter 6.5 minimum



If you use the automatic configuration you will

1. Add a port group or network on each ESXi host for HA traffic

Start the HA configuration and specify IP address, hosts used, and datastores

3. The installer will perform the rest of the steps (creating 2 more nodes, setup the network and
exchange heartbeats)

N

What does this look like? | thought you’d never ask...

Setting up the network

v [ mamtvClab.local
v Homelab

.

E Management Metwork

Co
F
R

ol ¥ l'\_FF
F

¥
¥
¥

i WM Network
hd DSwitch
DPortGroup-Bringup
DFortGroup-vcHA
(= DSwitch-DVUplinks-1099
DSwitch-ISCSI-1
DSwitch-ISCSI-2

DSwitch-Management MNet..
DSwitch-VM Metwork
DSwitch-vMotion
DSwitch-vSAN

Getting to the configuration page for vCenter Server HA



vim vSphere Client

CTIONS v

O

=] 9 3 vCenterHA lab.local

I I3 vCenterHA lab local Summary Monitor Permissions Datacenters Hosts & Clusters VMs Datastores Networks
Settings + | vCenter HA
General
Licensir vCenter HA Network

Message of the Day >

Advanced Settin

vCenter L
Authentication vSphere Client . VEErE
Active Passive
NIC O
Security v
vCenter
Trust Authority Witness
Key Providers
Alarm Definitions
Scheduled Tasks Prerequisites
Storage Providers 1. Create a vCenter HA network. This private network must be separate from the management network. It is used for internal
VSAN v communication between the nodes. For best performance, the network latency between the nodes should be less than or egual to
10ms.
Update

nternet Connecti 2. Reserve static IP addresses for all the nodes. These will be required in vCenter HA |P settings during the set up process.

3. Since the Active node is currently managed by another vCenter Server:
= Single Sign-On credentials of the management vCenter Server will be required to automatically configure the Active node with
a second NIC and create clones for Passive and Witness nodes.
= |f you do not have administrator credentials:
1. Create the vCenter HA network on the management vCenter Server

2. Add a second NIC to the Active node and attach it to the vCenter HA ne

3. Configure static | gs of the second NIC for vCenter HA.

SET UP VCENTER HA

Recent Tasks Alarms ¥
Task Name v | Target ~  Staws ~ | Details ~ | Initiator v Queued For ~ | StartTime | ~  CompletionTime v Server ~
VMware vRops Client
00/25/2020, 2:42°56 08/25/2020, 2:42°56
Deploy plug-in [ vCenterHA lab v Completed Plugin HALOCALWsphere 4ms vCenterHA lab.local
PM PM

(comymwaravrops...

VMware vSAN HB

NARsIO?N 24756 NArRsI020 24756

This next step is where you need to enter in information on the resources and networking



Select vCenter HA network for Active node DPortGroup-vcHA BROWSE ...

Automatically create clones for Passive and Witness nodes

— Active node (vCenterHA_1)

Location Metworks

£ mamtvCiab.local

@ DPortGroup-Bringup ( Management (NIC 0) )

Homelab
[] Les

B r730lablocal

@ ororciowvaia

Storage

@ VirtualSynology

— Passive node (vCenterHA_1-Passive)

Location

Networks
@ mamtWC.lab.local

@ (not selected) C Management (MIC Q) )

D (not selected) @ (not selected)

E (not selected)

Storage

@ (not selected)

— Witness node (vCenterHA_1-Witness)

EDIT

Location Networks

@ mamtWC.lab.local @ (not selected)

£ (not selected)

E (not selected)




The last step here is to put in the network configuration.

3. IP settings
IP version IPvd o
Active Node
vCenter HA MNetwork DPortGroup-vcHA

IPv4 Address (NIC 1)

Subnet mask or prefix length

Default Gateway optional

Passive Node

viZenter HA Metwork DPortGroup-vcHA

IFvd Address (NIC 1)

Subnet mask or prefix length

Default Gateway opticnal

EDIT MANAGEMENT NETWORK SETTINGS

Witness Mode

vCenter HA Metwork DPortGroup-vcHA

IPvd Address (NIC 1)

Subnet mask or prefix length

Default Gateway opticnal

FINISH

After completed, click Finish. The installer will now begin its work. When complete, the config page will
look something like this.



vCenter HA Mode: Enabled, State: Healthy EDIT ] [ MITIATE FAILOVER ] [ REMOVE VCENTER HA

Cluster Nodes

Node Status vCenter HA IP address (NIC 1) Management IP address (NIC O)
Active &) up 172.16.1.10 192.168.3.10

Passive 9 Up 172.16.11

Witness @ Up 172.16.112

Active Node Settings

|P Settings VM Settings
vCenter HA Network (NIC 1)
IPv4 address 17216.1.10
Subnet mask 2552552550

Management Network (MIC O)

IPv4 address 192.168.3.10
Subnet mask 255.255.0.0
IP gateway 192.168.11

Objective 4.7 — Set up a content library

Content Libraries are containers for VMs, templates, and other types of files used for the vSphere
infrastructure, such as ISOs. You can distribute this content to other vCenters if allowed. There are two
types of content libraries you can create:

e Local Content Library — This is managed on the local vCenter Server. You can enable publishing
however, which allows you to share this library with other vCenter Servers.

e Subscribed Content Library (or remote). This enables you to use another content library’s files.
You can’t upload or import or modify, but you can pull them down and use them.

Before we dive into how to set up a Content Library, | did want to point out a major feature of vSphere 7
Content Libraries. And that is the ability to check out and save a history of all changes made to a
template. This is awesome and allows you even revert if needed. Version control. Yes, ok back to set up.

Click Menu at the top bar and then click on Content Libraries



vm

vSphere Client

E

~ [ mgmtVC.lab.local
" Homelab
N LAB

Click on Create

[4 r630.Jab.local (N...

[ r730.lab local

[4 xr2.lablocal (Not..

1 2016 Server Te..
G 2019 Server Te..
G 2019 Server Te..

I

vm vSphere Client

LeEy

Menu s

Home

Shortcuts

¢ E2

Hosts and Clusters

VMs and Templates

& 3

Storage

e
b
i

Metworking

0

Content Libraries

et

e

Whoaorkload Management

all

Global Inventory Lists

Menu

Il aiF 7

1S %
"missions Dataq
MIC 1
>
NIC O
viZente
Active

Content Libraries

Content Libraries

+ Create

Mame T w

{FG‘} Advanced

Type

Publishin...

Password... ~ At



Type in a name and any notes you want to include. You also need to choose which vCenter to host it
Then click next.

New Content Library

1 Name and location

Name and location
2 Configure content library

Specify content library name and

ocation.
3 Add storage

4 Ready to complete

Mame: WCP 2020 Content Library

Motes:

This is a test CL for my study guide.

vCenter Server: mamtVClab. local

o

CANCEL NEXT

Select if this content library will be local or subscribed. You also need to decide if local, do you want to
allow publishing.



New Content Library

+ 1Name and location Configure content library
2 Configure content library Local libraries can be published externally and optimized for syncing over HTTP. Subscribed
3 Add storage libraries originate from other published libraries.

4 Ready to complete
® Local content library

(O Enable publishing

O Subscribed content library

CANCEL BACK NEXT

The next step is deciding where the files will be held. Specifically, which datastore you will use. (I don’t
have all mine currently running, hence the red)




New Content Library

+ 1 MName and location Add storage
+ 2 Configure content library Select a storage location for the library contents.
4 Ready to complete Y Fllter

Mame | ~ Status ~ | Type ~ Datastore.. ~
= Datastore v Normal VMFS 6
D R730_Local_D52 v Normal VMFS 6
I= R730_Local_SSD_DS1 v Normal VMFS 6
[:__g1 Virualsynology (Inaccessible) v Normal VMFS 6
= vsanDatastore v Normal vSAN
[:__g1 XR2_Local_MVMe_S5D (Inacces... +" Normal VMFS 6

G items

CANCEL BACK NEXT

At this point, you are done. Look over the parameters and if they look correct, click finish.




New Content Library

+ 1 MName and location Ready to complete

+ 2 Configure content library Review content library settings.

+ 3 Add storage

4 Ready to complete

Mame: WCP 2020 Content Library

Motes: This is a test CL for my study guide.
wvCenter Server: magmtVClab.local

Type: Local Content Library

Publishing: Disabled

Storage: Datastore

CANCEL BACK FINISH

You can now start adding templates and ISOs to your content library!




vm vSphere Client Menu

Content Libraries 1

E VCP 2020 Content Library Content Libra riES

-|- Create {{} Advanced
Mame T ~ Type ~ Publishin... -~ Password... ~ '

Ij VCP 2020 Content Library Loca MNo

Objective 4.8 — Configure vCenter Server file-based backup

vCenter Servers are important data that should have backups. Fortunately, VMware has given us a utility
to take backups of its important data. VMware supports FTP, FTPS, HTTP, HTTPS, SFTP, NFS, or SMB files
share to store the backup. Keep in mind that in order to restore this data, you would have to use either
the CLI or GUI install tool to install a new appliance. The second stage of the install is where it would
take your information and restore it to the new appliance. Now let’s show how to configure it.

The first step is logging into the vCenter Server administration web Ul. This is at https://[vCenter Server
FQDN or IP address]:5480.



vm vCenter Server Management Sun 09-20-2020 02:12 AM UTC @ English ~ Help ~ Actions ~ root ~

Summary Hostname: mgmtvC.lab.loca
Type: vCenter Server with an embedded Platform Services Controller
Monitor { y Product: VMware vCenter Server Appliance
& P Version: 7.0.0.10700
Access Build number 16749653
Networking
Health Status Single Sign-On

Firewall QOverall Health hecked Sep 19, 2020, Domain vspher
Time Status Running

cPU
Services

Memory
Update Database

~ Storage

Administration

Swap
Syslog
Backup

Click Backup on the left pane.



Administration

Syslog

Storage & Good

Swap 2 Good

Click on Configure.




vm vCenter Server Management Sun 09-20-2020 02:14 AM UTC @ English ~ Help ~ Actions ~ root -

summary Before taking a backup, a backup server must be set up and configured such that the vCenter server has access to it. The protocols supported for
backup are FTPS, HTTPS, SFTP, FTP, NFS, SMB and HTTP
Monitor
Backup Schedule CONFIGURE
Access
Status Not configured
Networking
Firewall Activity
N Backup Location Type Status Data Transferred Duration End Time
Time
Services
Update

Administration
Syslog

Backup

This allows us to create a schedule for our backups. If we only wanted to perform a single backup, we
could just click on Backup Now. If we setup a schedule, we can perform a one-off backup using that
configuration however. Put in the configuration you wish to use. You can also tell it how many backups
to retain, as some of these can get quite large. | am going to say 5 backups. It lists the size there at the
end.



Create Backup Schedule

Backup location (3)

Backup server credentials

Schedule (D

Encrypt backup (optional)

DB Health Check ()

Mumber of backups to retain

Data

smb192.168.1.22/main_sharefvcenter_backup

User name admin
Password
Daily . 11 59 PM. Etc/UTC

Encryption Password

Confirm Password

Disable

() Retain all backups

© Retainlast 5 backups

Stats, Events, and Tasks

v Inventory and configuration

Total size (compressed)

CANCEL CREATE

When you click create it creates that schedule. It won’t automatically create a backup immediately. If
you want to test it, click Backup Now and select at the top, Use backup location and username from
backup schedule. When you click start it will attempt to take the backup. You do not have to have the

folder created if using a user that has create rights. Once done, it will look like this.



vm vCenter Server Management

Sun 09-20-2020 02:23 AM UTC @ English v Help ~ Actions

Summary

Monitor

Access

Networking

Firewall

Time

Services

Update

Administration

Syslog

Backup

Before taking a backup, a backup server must be set up and configured such that the vCenter server has access to it. The protocols supported for
backup are FTPS, HTTPS, SFTP, FTP, NFS, SMB and HTTP

Backup Schedule

» Status

Activiy

Backup Location
smb:/192.168.1.22/main_sh

Backup Location

Version
Backup server user name

Start Time

EDIT DISABLE DELETE
Enabled
Type Status Data Transferred Duration End Time
Manua Complete 1.01GE 00:02:28 Sep 19, 2020, 09:22:04 PM

smb:A#192.168.1.22/main_share/ er_backup/vCenter/sn_mamtVvC.lablocal/M_7.0.0.10700_20200920-

021937 _LUSWO2LONZUWAZY =
vC-7.00 @
admin

Sep 19, 2020, 09:19:37 PM

Objective 4.9 — Analyze basic log output from vSphere products

VMware has come a long way from when | started troubleshooting their products. Their logs
have gotten easier to get to and improved in their quality. What | will do here is give you a
quick overview of where to find the logs and how to read them.

ESXi Logs

Before, the most straightforward option was to open an SSH session to the host and look at the
logs; you can easily do that from within the host Ul now. If you go to Monitor, you can see a list
of all the logs available to peruse.



root@192.168.1.30 ~

(51 Virtual Machines
B Storage
€3 Networking

“ Navigator [T r420auso2.lab.local - Monitor
~ [ Host Performance Hardware Events
Manage

Tasks |m Notiications

enerate support bundie | (@ Refresh | ¥ Actions

q v
INIIOGIVITIRWAITINg .10y

Ivarllogivmkeventd.log
Ivarflogivmkernel.log
Ivarflogivmkdevmagr.log

Ivarflogivmauthd.log

T
~ Description
VIVIKEITTEL WEITINYS 110G

VMkernel event daemon log

Information from the VMkemel subsystem

VMkernel device manager log

vMotion authentication daemon log

11 2019-89-82T16:57:11.959Z
2019-99-82T16:57:11.9597
2819-93-22T16:57:11.959
2019-99-82T16:57:11.959Z
2819-939-82716:57:11.9592
2019-99-82T16:57:11.959Z
7 2819-89-82T716:57:11.959Z
2819-93-82T16:57:11.9592
2819-09-82T716:57:11.959Z
2819-93-82T16:57:11.9592
2019-99-82T16:57:11.9597
2819-93-82T16:57:11.9592
2019-99-82T16:57:11.959Z
2819-09-82T716:57:11.9597
2019-99-82T16:57:11.959Z
2819-09-82716:57:11.9597
2819-93-82T16:57:11.9592
2819-09-82T716:57:11.9597
2819-93-82T16:57:11.9592
2019-99-82T16:57:11.9597
2819-99-82T16:57:11.9592
2019-99-82T16:57:11.959Z
2819-99-82716:57:11,9597

Ln

cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
cpull:
coull.

2219349 )WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349 )WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349)WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349 )WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349)WARNING: VisorfFs: : Attempt to remove non sticky dir/file from tar mount
2219349 )WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349 )WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349)WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349)WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349 )WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349 )WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349)WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349 )WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349)WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349 )WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349 )WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349)WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349)WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349)WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349 )WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219349)WARNING: VisorfFs: : Attempt to remove non sticky dir/file from tar mount
2219349 )WARNING: VisorFs: : Attempt to remove non sticky dir/file from tar mount
2219340 JARNTHNG: VWisgrFS: 1893 Attempt o cemove noo siicky dic/file from fac moyot

Here in the screenshot, you can see

1.

2. Logs available

3. Log output

Monitor menu and the tab for logs

Here is a list of logs on the ESXi host and a description of what the log does.



Log =

varflogivpxa.log
ivarflogivobd.log
varlogivmkwarning.log
Mvarflogivmkeventd.log
Mvarllogivmkernel_log
Mvarflogivmkdevmar.log
Mvarflogivmauthd.log
varflogisyslog.log
varflogisysboot.log
Mvarflogishell log
Mvarflogihostd. log
Mvarflogfdm.log
varllogiesxupdate. log
Mvarflogidnclient.log

Mvarflogiauth. log

Tt

Description

vCenter agent log

ViMlware observer daemon log
ViMkernel warnings log

ViMkernel event daemaon log
Information from the YMkemel subsystem
ViMkernel device manager log

viMotion authentication daemon log
General system log

System boot log

ESXi shell activity log

Host agent log

Fault tolerance management agent log
ESX update log file

DHCP client log

Authentication subsystem log

You can still access these logs through the DCUI or an SSH session as well.

All right, so you have the log now... How do you use it? Here is a sample taken from a
VMKernel.log. This sample was after shutting down a switch port using a Software ISCSI

controller to a SAN LUN.

2013-12-05T21:42:47.944Z cpu25:8753)<3>bnx2x 0000:04:00.0: vmnic4: NIC Link

is Down

2013-12-05T721:43:12.090Z cpul6:8885)WARNING: iscsi_vmk:

iscsivmk_StopConnection: vmhba45:CH:0 T:0 CN:0: iSCSI connection is being

marked "OFFLINE" (Event:4)

2013-12-05T21:43:12.090Z cpul6:8885)WARNING: iscsi_vmk:

iscsivmk_StopConnection: Sess [ISID: ©0023d000001 TARGET: ign.2001-
05.com.equallogic:0-8a0906-0f64071f09-1173c8a93ab4fof6-aim-2tb-1 TPGT: 1 TSIH:

0]

2013-12-05T21:43:12.090Z cpul6:8885)WARNING: iscsi_vmk:

iscsivmk_StopConnection: Conn [CID: © L: 192.168.3.123:61632 R:

192.168.3.3:3260]

2013-12-05T21:43:22.093Z cpu31:8261)StorageApdHandler: 248: APD Timer started

for ident [naa.6090a098f007640ff6f0b43aa9c87311]




2013-12-05721:43:22.093Z cpu3l:8261)StorageApdHandler: 395: Device or
filesystem with identifier [naa.6090a098f007640ff6f0b43aa9¢c87311] has entered
the All Paths Down state.

Lets decipher this a bit more.

2013-12-05T21:42:47.9447 cpu25:8753)k33bnx2x PO00:04:00.0: vmnic4gNIC Link is Down

1. This part is the timestamp of the log entry.
This is what the reporter is. In this case, it is the bn2x driver

3. This is what it is reporting on, specifically vmnic4 at the hardware address referenced
0000:04:00:0

4. This is data about what it saw. Namely, the NIC link went down.

Some entries are a bit more challenging to read than others, but the structure stays pretty close.
You can also use something like Log Insight to help search through the logs and decipher them.

vCenter Server Logs

We have logs we may need to retrieve for vCenter Server as well. Unfortunately, it doesnt have a
browser like the hosts. (Hint Hint VMware) Here is where you can get to them, in any case.

vm vCenter Server Management Wed 09-09-2020 02:48 AM UTC @ English ~ Help ~ Actions ~

summary - Hostname: veenter-mgmt.vef.sddc.lak] Reboot

Type: vCenter Server with an em  Shutdown
Monitor l Controller Create Support Bundle

£ Product: VMware vCenter Server Aj =
- _ Switch Theme

Access Version: 7.0.010600

Build number 16620007

Metwnrkinm

This picture shows accessing the Appliance Config at port 5480.

Once this is done downloading, you have a decent size .tar file. You have to unzip this a couple
of times. When you finally have a typical directory structure, all the logs are under the
/var/log/vmware folder. Here is a list of the files and locations and what they do.



Windows vCenter
Server

vmware-vpx\vpxd.log

vmware-vpx\vpxd-
profiler.log

vmware-vpx\vpxd-
alert.log

perfcharts\stats.log

eam\eam.log
invsvc

netdump

vapi

vmdird

vmsyslogcollector

vmware-sps\sps.log

vpostgres

vsphere-client

VWS

workflow

SSO

vCenter Server
Appliance

vpxd/vpxd.log

vpxd/vpxd-profiler.log

vpxd/vpxd-alert.log

perfcharts/stats.log

eam/eam.log
invsvc

netdumper

vapi

vmdird

syslog

vmware-sps/sps.log

vpostgres

vsphere-client

VWS

workflow

SSO

Description

The main vCenter Serverlog

Profile metrics for operations performed in vCenter Server

Non-fatal information logged about the vpxd process

VMware Performance Charts

VMware ESX Agent Manager
VMware Inventory Service

VMware vSphere ESXi Dump Collector

VMware VAPI Endpoint

VMware Directory Service daemon

vSphere Syslog Collector

VMware vSphere Profile-Driven Storage Service

vFabric Postgres database service

VMware vSphere Web Client

VMware System and Hardware Health Manager

VMware vCenter Workflow Manager

VMware Single Sign-On

It would be simpler again to use a program like Log Insight to help you parse through the logs.
And you wouldn't need to download them as they are streamed directly to Log Insight. You'll
see output similar to what | mentioned above.



Objective 4.10 — Configure vSphere Trust Authority

We've covered VMware attestation and the security piece of this earlier. The Trust Authority is enabled
on a dedicated vCenter Server cluster (known as the vSphere Trust Authority Cluster) in order to attest
VMware ESXi hosts are secure. There are Pre-Reqs required (here) before you can set up the Trust
Authority. There are a number of tasks (10 in fact), each with their own respective steps that need to be
accomplished to make this work. Those tasks are as follows

1. On asystem that has access to your Trust Authority environment (for example, a jumpbox)
a. Install PowerCLI 12.0.0
b. Make sure MS .NET 4.8 or greater is installed
c. Create alocal folder to save the information that will be exported as files
2. Add the Trust Authority administrator to the TrustedAdmins group on the vCenter Server of the
Trust Authority Cluster — This is done by navigating to Menu > Administration > Users and
Groups and then click on the ellipsis in front of Trusted Admins and then add the user to that
group.

vm vSphere Client Menu (O, searchin all environments C (?) v MWilson@L AB.LOCAL v

Administration
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Users and Groups
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Users Groups
Global Permissions —
~ Licensing ADD GROUP
Licenses
« Solutions Group Name Description
Client Plugins
vCenter Server Extensions DCadmins
~ Deployment
LicenseService Administrators License Service Administrators
System Configuration
Customer Experience Improv.
ActAsUsers Act-As Users
~ Support
3 to Service Reques
Upload File to Service Request NsxAuditors SSO group to view NSX configuration
~ Single Sign On
I Users and Groups CAAdmIns
Configuration
~ Certificates H SolutionUsers Well-known solution users' group, which contains all solution users as members.

Certificate Management

SyncUsers Sync Users
NsxAdministrators SSO group to view and modify NSX configuration
WorkloadStorage Workload Storage

D TrustedAdmins Administrators who manage the trusted hosts

3. Perform the same action (add the same user) to the TrustedAdmins to the cluster you will be
trusting.

4. Enable the Trust Authority State — To do this you will need to run a command at the CLI on your
jumpbox. First you will need to connect to the Trust Authority cluster. Check status of it by
running:

Get-TrustAuthorityCluster
Then to enable it run the following command (change ‘vTA cluster’ to the name of your

authority cluster
Set-TrustAuthorityCluster -TrustAuthorityCluster 'vTA Cluster' -
State Enabled


https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.security.doc/GUID-8F370AAC-2B75-444F-AC4B-E5FE8985BA84.html#GUID-8F370AAC-2B75-444F-AC4B-E5FE8985BA84

5. You will now need to compile information on the ESXi hosts you are going to trust (background
check HA!) You need to run a number of PowerCLI commands to get this information and export
it to a file. You can look here for guidance.

6. Once you have this information, you need to import it into the Trust Authority Cluster (check
here for how)

7. Now you need to create the Trusted Key Provider from the Trust Authority Cluster. You can see
how here.

8. Youthen need to export information about the Trust Authority to the trusted cluster. Proving it
is an authority that can be trusted. Again this is done via PowerCLI and can be found here.

9. This information needs to be imported into the trusted cluster now. How can be found here.

10. Last you need to configure the Trusted Key Provider to the Trusted Hosts. This can be done
either by command line or by HTML client. You can do that here.
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11. You can find all these steps and explanations in VMware’s documentation here.

Objective 4.11 — Configure vSphere certificates

In 5.x and even in 6.x days configuring certificates wasn’t very easy. Matter of fact it was downright
painful in some cases. In vSphere 7 there have been improvements made to try to make this simpler for
admins. To be clear, the VMware Certificate Management (VMCA) is not a full-fledged PKI solution, so
you can’t request certs for other purposes. For your VMware environment it is just enough.

There are a number of ways for you to manage your vCenter Server certificates. You can use

o vSphere HTMLS client — This allow for command tasks to be performed within the client

e vSphere Automation APl —

e Certificate Manager utility — uses command line tools on the vCenter Server to perform
certificate tasks

e Certificate management CLIs — uses the dir-cli, certool, and vecs-cli tools to perform tasks


https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.security.doc/GUID-4472E799-189D-48C6-83D0-1D77785BC8A7.html
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.security.doc/GUID-676A1664-48D6-475F-9389-83BF677F6FBF.html
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.security.doc/GUID-A7C68314-A118-4B31-A2E1-68C4D65C8DCE.html
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.security.doc/GUID-F3B90E7D-AD6E-48B0-8686-AA36D68EC2C3.html
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.security.doc/GUID-3AF03D87-5456-4F28-A6B2-47886B05EC26.html
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.security.doc/GUID-39D8AB34-AD45-4B0A-8FB0-7A1D16B25C9A.html

e Sso-config utility — perform STS (Security Token Service) certificate management from the
vCenter Server command line.

There are 4 modes you can run certificates through vCenter Server.

In the first mode, Fully Managed Mode, the vCenter Server generates a root certificate at first install and
uses that to manage intra-cluster certificates as well as the certificate we use when we log on, the
machine certificate. You can regenerate that root cert using your own company information if desired.

In Hybrid Mode, you replace the machine certificate that the vSphere client uses so that it can be
accepted without intervention by default browsers. Something like a GoDaddy certificate for example.
The VMCA still manages internal certificates making this simple and easy.

In subordinate mode, the VMCA will act as a subordinate CA. The vCenter Server still generates
certificates but it generates them as part of the larger organization’s.

The last mode is Full Custom. In this mode, the VMCA isn’t used at all, and all certs must be installed and
managed by a person.

To work with the certificates, you can go through the HTMLS5 client by going to Menu > Administration >
Certificate Management. This is what that screen looks like.

MWilson@LAB.L

vm vSphere Client Menu s

Administration

- Accese Control Certificate Management {5 MGMTVC.LAB.LOCAL ~
Roles Machine SSL Certificate
Global Permissions

~ Licensing __MACHINE_CERT

Licenses () Valid until Sep 13, 2022
= Solutions
Private Key and Certificate chain
Client Plugins
vCenter Server Extensions
VIEW DETAILS ACTIONS ~
~ Deployment

System Configuration

Customer Experience Impro.. Trusted Root Certificates ADD
- Support
Upload File to Service Requ... EDF96887RBA0CFO5. .

- Single Sign On
) Valid until Sep 7, 2030
Users and Groups -
Configuration Certificate

- Certificates

Certificate Management VIEW DETAILS

To work with it, you can choose the Actions menu



_ MACHINE_CERT
&4 Valid until Sep 13, 2022

Frivate Key and Certificate chain

VIEW DETAILS ACTIONS v

Renew

Trusted Root CH

Import and Replace Certificate

Generate Certificate Signing Request (C5R)

FDF96887BAC

&4 Valid until Sep 7, 2030

Certificate

VIEW DETAILS

Using the machine cert menu, you can renew, change, or generate a new one to replace an expired
certificate. Under Trusted Root Certificates, you can select Add to import a certificate chain.



Add Trusted Root Certificate X

Certificate Chain

CANCEL

If you want to run the Certificate Manager Utility, the location is as follows.
/usr/lib/vmware-vmca/bin/certificate-manager

When you run that, it will present you options to choose from. You follow the options to complete the
workflow.

Objective 4.11.1 — Describe Enterprise PKls role for SSL certificates

In vSphere, certificates are used for, encryption of communication, authentication of vSphere services,
and internal actions such as signing tokens. The internal VMware Certificate Authority can supply all the
certificates needed for VMware services, but a company might institute a PKI or Public Key
Infrastructure. A PKI can include, hardware, software, policies, processes, and procedures to manage
certificates and their lifecycle and public keys.

A smaller business might decide to not use a full infrastructure, but should still have some sort of
policies and procedures around how certificates are dealt with. VMware can work within a PKI to create
certificates for an organization. It is suggested the best way to accomplish most business’ tasks would be
to setup a Hybrid Mode VMware vCenter Server. This setup allows you to replace the machine
certificate, or the one used to login to VMware vCenter Server and allows the VMCA to manage all the
other certificates with its own self-signed certificates. VMware created a blog with some suggestions on
how to implement certificates here.

Objective 4.12 — Configure vSphere Lifecycle Manager/VMware Update Manager (VUM)
In vSphere 7 Lifecycle Manager is a service that enables updating and upgrades for ESXi hosts. To setup
Lifecycle Manager Click on Menu > Lifecycle Manager


https://blogs.vmware.com/vsphere/2019/06/10-things-about-vsphere-certificate-management.html
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There are a number of things you can do from there. Image Depot allows you to setup a base image for
clusters and even add vendor drivers or installation bundles. The Updates tab allows you to remove
updates from baselines. Imported ISOs allows you to import a ESXi ISO image to use for an update
baseline. Baselines is one or more patch, extensions, or updates that you want to apply to your vSphere
infrastructure. Settings allows you to configure LCM.
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Policies and Profiles ESXi 7.0bs - 16321839 06/15/2020 Enhancement
& auto Deploy ) EsXi 7.0 GA - 15843807 03/16/2020 Enhancement

<22 Hybrid Cloud Services

<|> Developer Center

& Administration

Tasks

Og Events

&7 Tags & Custom Attributes

=/ Lifecycle Manager Vendor Addons

£ DRaas Name 4 Version S Release Date Category S

[®) vRealize Operations i DellEMC addon for PowerEdge Servers running ESXi 7.0 A02 06/22/2020 Enhancement
DellEMC addon for Poweredge Servers running ESXi 7.0 AQQ 04/01/2020 Bug Fix
HPE Customization for HPE Synergy Servers 700.0.0.10.5.6-19 08/01/2020 Enhancement
HPE Customization for HPE Servers 700.0.01055-46 06/16/2020 Enhancement
HPE Customization for HPE Servers 700.0.010.50-108 04/02/2020 Enhancement
htc-custom-addon 7.0.01-03 07/21/2020 Enhancement
FJT-Addon-for-FujitsuCustomimage 7.0.0-500.10 05/14/2020 Enhancement
Lenova Customization Adden for Lenove System x and ThinkSystem LVO.700.10.1 07/20/2020 Bug Fix
NEC-addon-GEN 7.0.0-01 06/28/2020 Enhancement

NEC-addon 7.0.0-01 06/29/2020 Enhancement -



Lifecycle Manager | actions~

mage Depot Updates Imported I1S0s Baselines Settings
Administration Automatic Download Settings
Patch Downloads
Patch Setup Automatic downloads Enabled
Host Remediation Automatic download task name VMware vSphere Lifecycle Manager Update Download
Images Automatic download task description A predefined scheduled task to download software updates.
Baselines
VMs Send email to
e Administration Settings
o Patch Downloads concerns itself with getting your updates.
. Patch Setup concerns itself with where it is getting them from. Do you need a
proxy?
e Remediation Settings
o Images — When you applying images, how do you want vSphere to handle VMs and
migration of them
o Baselines — Same thing with Baselines
o VMs — If you are remediating VMs do you want to take a snapshot automatically and

how long do you want to keep them.

Once you have baselines and everything how you want them, you can apply them to hosts at an
individual level or at a cluster level. Checking compliance will check the host against the baseline. If the
host doesn’t have the updates on it, it will show out of compliance. You can then choose to stage, to
download the updates to the host and then reboot at your leisure, or you can remediate the host
immediately. If there is a new baseline, you can attach it to check compliance.
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Objective 4.13 — Securely Boot ESXi hosts

With the advent of UEFI firmware, Secure Boot is a feature that will refuse to load any driver or app
unless it is cryptographically signed. You might be more familiar with operating systems such as
Windows 10 or Ubuntu using this to prevent unwanted modification to the boot drive. Starting with
vSphere 6.5 VMware has been able to use this as well. The host needs to be compatible and you can run
validation script to check. Once enabled, you must use an ESXi bootloader that contains VMware’s
public key. Trying to upgrade a system using esxcli commands with Secure Boot enabled will fail to

update the bootloader and won’t work.



If a physical host has a TPM included, you can use host attestation to authenticate and securely boot the
host as well.

Objective 4.14 — Configure different network stacks
TCP/IP stacks allow you to change DNS and gateway configuration for a specific traffic. You can also
change congestion control, the number of connections allowed, and even the name of the stack. To do

this, click on the host, and then click Configure > Networking > and TCP/IP configuration. You can see
current settings below.
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To change them, click on the one you want to change and then edit. The first screen allows you to either
obtain settings from an existing VMkernel or manual



Default - Edit TCP/IP Stack Configuration

Routing -:j::- Cbtain settings automatically from a VMkernel network adapter
Name VMkernel network adapter -
Advanced

© Enter settings manually

Host name MGMTI
Domain

Preferred DNS server 192168.1.20
Alternate DNS server 192.168.1.1

Search domains

The next screen allows you to set a IPv4 or 6 gateway for routing. It mentions if you change this, you
might lose connectivity between the host and vCenter.



Default - Edit TCP/IP Stack Configuration

DMS configuration
Name
Advanced & Changing the default gateway might cause loss of connectivity between the host

and vCenter Server.

IPvE VMkernel gateway

& One or more VWMkernel ports are using IPv6 addresses but an IPvE gateway has
not been specified.

The next screen allows you to name the stack.




Default - Edit TCP/IP Stack Configuration

DNS configuration

Routing Name Default

Advanced

And the last screen allows you to set connection limit and congestion algorithm type.



Default - Edit TCP/IP Stack Configuration

DMS configuration

Routing Congestion control algorithm New Reno
Name Max. number of connections Nnooo

Finally, you CAN create a brand-new stack if you need to. This is done by using the following CLI
command on a host.

esxcli network ip netstack add -N="stack name"

Objective 4.15 — Configure Host Profiles
| will recycle this heading from my previous study guide since | don't see any differences.

Host profiles provide a mechanism to automate and create a base template for your hosts.
Using host profiles, you can make all your hosts the same. VMware will inform you if your host is
not in compliance yet, and then you can take steps to remediate it.



You access it under Policies and Profiles
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1. Click on Host Profiles on the navigation pane on the left.

vm vSphere Client Menu

Policies and Profiles
Host Profiles

ﬂ%- WM Customization Specifications
EXTRACT HOST PROFILE IMPORT HOST PROFILE

I WM Storage Policies
s Host Profiles
Compliant Hosts ~ Not Compliant Hosts ~

%‘ Storage Policy Components
Host Profile Name ]+ ~



2. Next is Extract Host Profile. This will take a host you select, and that will be the

"baseline."
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Policies and Profiles
l% WM Customization Specifications

I VM Storage Policies

s Host Profiles

% Storage Policy Components

Host Profiles

EXTRACT HOST PROFILE

Host Profile Name

~

IMPORT HOST PROFILE

Compliant Hosts

w

Not Compliant Hosts

~



3. This will pop up a wizard. This is where you select the host.

Extract Host Profile

1 Select host

2 Name and Description

Select host

Select a host to extract the profile settings

vCenter Server: (] VCENTER1.LAB LOCAL v

Mame

O [ r620ausd7lablocal
O [ r320ausollab.local

O [ r420aus02lablocal

3 items

CANCEL NEXT




4. Give it a name and a description and then Finish

Extract Host Profile Name and Description X
I selecthost Enter the name and description for the selected profile settings

2 Name and Description
Mame VCP 2019 Host Profile

Description

CANCEL BACK FINISH




5. Once that is done, you now have a window that looks like this

Policies and Profiles
{5 VM Customization Specifications Host Profiles
VM Storage Policies EXTRACT HOST PROFILE  IMPORT HOST PROFILE  DUPLICATE HOST PROFILE  COPY SETTINGS FROM HOST  COPY SETTINGS TO HOST PROFIL.  EXPORT HOST PROFILE  DELETE
I Host Profiles
& storage Policy Components
Host Profile Name 7 ~  Compliant Hosts ~  NotCompliant Hosts  ~ Unknown State Hosts ~  Last Edited ~  Hosts ~  VC
0 o 0 Sep 6, 2019 319 AM 0 (5 vCentertlabloc]

[& vcP 2019 Host Profile

6. Yes, it's small. The point is when you click on the host profile, you now have additional

options above. Notice as well that the profile is also a hyperlink. Click on it.
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7. Click on the Actions to attach to hosts or clusters.
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o LE Actons=VCP 2019 Host Profile

@
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3 Duplicate Host Profile...

Q Export Host Profile

Es Attach/Detach Hosts and Clusters...

%..

&

{7 Edit Host Profile...

¥ Delete

Objective 4.16 — Identify boot options

At first, | believed they were looking for installation types, but after further study, | believe they are
looking for boot options at the boot command line. This is accomplished by pressing Shift + O in the ESXi
installer screen shown below.



Loading ESXi installer

ENTER
Automatic boot in 3 seconds...

At the command prompt that is displayed, enter in

ks=[location of installation script] boot command line options

location of installation script boot options

ks+tt9:.3.388.66.@8.Bé;"kickstal*t;"ks—osdc-xplal.:'FJnameser"-.-'e’=@@.3®.6.@ ip=00.08.00.000 netmask=255.255.255.0 gateway=00.00.08.000

Some of the boot options include (image grabbed from VMware documentation)



Boot Options for ESXi Installation

Boot Option

BOOTIF=hwtype-MAC address

gateway=1ip address

ip=ip address

ks=cdrom: /path

ks=file://path

ks=protocol://serverpath

ks=usb

ks=usb:/path

ksdevice=device

nameserver=ip address

netdevice=device

netmask=subnet mask

vlanid=vianid

Description

Similar to the | netdevice | option, except in the PXELINUX format as
described in the IPAPPEND option under SYSLINUX at the syslinux.org
site.

Sets this network gateway as the default gateway to be used for
downloading the installation script and installation media.

Sets up a static IP address to be used for downloading the installation
script and the installation media. Note: the PXELIMUX format for this
option is also supported. See the IPAFPFPENMD option under SYSLINUX
at the syslinux.org site.

Performs a scripted installation with the script at path, which resides
on the CD in the CD-ROM drive. Each COROM is mounted and checked
until the file that matches the path is found.

Important:

If you have created an installer 1ISC image with a custom installation or
upgrade script, you must use uppercase characters to provide the
path of the script, for example, | ks=cdrom: /K5_CUST.CFG |

Performs a scripted installation with the script at path.

Performs a scripted installation with a script located on the network at
the given URL. protocolcan be | http |, | https | | ftp |, or Infs | An
example using NFS protocol is| ks=nfs://host/porturl-path| The
format of an NFS URL is specified in RFC 2224,

Performs a scripted installation, accessing the script from an attached
USE drive. Searches for a file named ks.cfg. The file must be located in
the root directory of the drive. If multiple USE flash drives are
attached, they are searched until the ks.cfg file is found. Only FATI1E
and FAT32 file systems are supported.

Performs a scripted installation with the script file at the specified
path, which resides on USE.

Tries to use a network adapter device when looking for an installation
script and installation media. Specify as a MAC address, for example,
00:50:56:C0:00:01. This location can alsa be a vmnicNN name. If not
specified and files need to be retrieved over the network, the installer
defaults to the first discovered network adapter that is plugged in.

Specifies a domain name server to be used for downloading the
installation script and installation media.

Tries to use a network adapter device when looking for an installation
script and installation media. Specify as a MAC address, for example,
00:50:56:C0:00:01. This location can alsa be a vmnicNN name. If not
specified and files need to be retrieved over the network, the installer
defaults to the first discovered network adapter that is plugged in.

Specifies subnet mask for the network interface that downloads the
installation script and the installation media.

Configure the network card to be on the specified WLAN.




As shown, the location can be in several different places, including a USB drive or CD-ROM.

Objective 4.16.1 — Configure Quick Boot
vSphere Quick Boot is pretty amazing. If you have a server that supports it, instead of doing a lengthy
hardware reboot, where the server tests memory etc., it will just skip hardware initialization and just

restarts the software. To determine if your host is compatible, check here or you can run this command
at CLI on the host:

/usr/lib/vmware/loadesx/bin/loadESXCheckCompat.py

To configure vSphere to use it, click Update Manager or Lifecycle manager from the Menu.
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Next click on Settings then Images under Host Remediation.


https://kb.vmware.com/s/article/52477

Lifecycle Manager | acrions~

Image Depot Updates Imported I1SOs Baselines

Images Remediation Settings
~ Administration - 9s ©

Patch Downloads - ) - ; i ) i
(D Remediation settings are set to VMware-provided settings. They will change if WMware updates their

Patch Setup provided settings.

~ Host Remediatid
WM Power state Do not change WM power state

» Retry entering maintenance mode in 3 attempts every 5 minutes

VMs

case of failure

WM Migration Do not migrate powered off and suspended VYMs to other hosts

in the cluster

Quick Boot (@) Quick Boot is disabled
HA Admission Control Do not disable HA admission control during remediation
Distributed Power Management Disable DPM on the cluster during remediation

Now click Enable Quick Boot. — That’s it.




Edit Cluster Settings X
Your changes will override WVMware default settings and will apply to all images.

Do not change WM power state

Retry entering maintenance mode in case of failure

Retry delay 5 minutes

L

Mumber of retries

Migrate powered off and suspended WMs to other hosts in the cluster, if a host must enter maintenance mode.

Disable HA admission control during remediation.

Disable DPM on the cluster during remediation.
" | Enable Quick Boot.

CANCEL SAVE

Section 5 — Performance-tuning, Optimization, Upgrades

Objective 5.1 — Identify resource pools use cases

The official description of a resource pool is a logical abstraction for the flexible management of
resources (same exact definition as vSphere 6.x). My unofficial description is an object inside of vSphere
that allows you to partition and control resources to specific VMs. Resource pools partition memory and
CPU.

Everyone starts with the root resource pool. This is a pool of resources that exists at the host level. You
don’t see it, but it’s there. You create a resource pool under that that slices off resources. It’s also
possible to nest resource pools. For example, if you had a company and inside that company you had
departments, you could partition resources into the company and departments. This works as a
hierarchy. When you create a child resource pool from a parent, you are further diminishing your
resources - unless you allow it to draw more from further up the hierarchy.

Why use resource pools? You can delegate control of resources to other people. There is isolation
between pools, so resources for one doesn’t affect another. You can use resource pools to delegate
permissions and access to VMs. Resource pools are abstracted from the hosts’ resources. You can add
and remove hosts without having to make changes to resource allocations.



You can also use resource Pools to divide resources to departments that have paid for them. If a
department has paid for 50% of a new server, you can set up a resource pool to guarantee that the
department receives those resources.

You can identify resources pools by their icon.

7 vCenterllablocal
[Eg Austin DC
MGMT Cluster
[ r320aus0llab.loca
[ r420aus02.lablocal
[] r620aus07 .lab.local

& Mew Resource Pool

Resource Pools are created to slice off resources. You can have reservations on Resource Pools as well,
but you can do a bit more. You can have expandable reservations to borrow resources from its parent if
it needs to. This picture shows what you can configure when you create a CPU and Memory Resource
Pool



New Resource Pool MGMT Cluster X

Mame MNew Resource P{:-DI|
« CPU
Shares MNaormal 4000
Reservation o j MHz

Max reservation: 66,458 MHz

Reservation Type It Expandable

Limit Unlimited j MHz
Max limit: 74,460 MHz

~ Memory
Shares Mormal 163840
Reservation 0 j ME
Max reservation: 493105 MB
Reservation Type v Expandable
Limit Unlimited ~| M v

Max limit: 564,479 MB

You can also assign shares on an individual VM basis



Edit Settings Windows - vCenter Backup Machine 5

Virtual Hardware VM Options

ADD NEW DEVICE I

« CPU
Cores per Socket 2 w Sockets: 1
CPU Hot Plug
Reservation 0 E| MHz -~
Limit Unlimited B MHz
Shares Normal -~ 2000
CPUID Mask Expose the NX/XD flag to guest ¥ | Advanced.
Hardware virtualization Expose hardware assisted virtualization to the guest OS i ]
Performance Counters Enable virtualized CPU performance counters
/O MMU Enabled
~ Memory 8 GB w
Reservation 0 E| ME
O rReserve all guest memory (All locked)
Limit Unlimited B MB -
Shares Normal -~ 81920
Memory Hot Plug
=

To assign disk shares, you can look at the individual VM




Edit Settings Windows - vCenter Backup Machine Y

Virtual Hardware VM Options

ADD NEW DEVICE ]

s

» CPU 2 w (i
> Memory g GE
~ Hard disk 1 20 GB
Maximum Size 12.09TB
WM storage policy Datastore Default w
Type Thick Provision Lazy Zeroed
Sharing Mo sharing
o e ——————
Disk File [Synology] Windows - vCenter Backup Machine/Windows - vCenter
Backup Machine vmdk
Shares Normal - 1000
Limit - IOPs Unlimited ~
Virtual flash read cache 0 MEB
Disk Mode Dependent ~
Virtual Device Node SCSI| controller 0 SCSI{0:0) Hard disk 1 +
» SCSI controller O VMware Paravirtual
» Metwork adapter 1 WM Metwork ¥ Connected
» CD/DVD drive 1 Client Device ~

You can also assign shares and manage network resources on Virtual Distributed Switches with Network
I/O Control enabled.



Edit Settings | nsx-mgmt-1 X

> CPU ~ @
» Memory w
> Hard disk 1 200 GB w
> Hard disk 2 100 GE W
» SCSl controller O LSl Logic Paralle
v Network adapter 1 sddc-vdsOl-mgmt ~ ¥ Connected
Status Connect At Power On
Port ID 54
Adapter Type AXMET 3 w
DirectPath I/O Enable
Shares Normal
Reservation 0 v Mbit/s ~
Limit Unlimited v Mbitfs v
MAC Address Automatic «
» Video card ~
VMCI device
» Other Additional Hardware

Objective 5.1.1 — Explain shares, limits, and reservations (resource management)

Shares - Shares can be any arbitrary number you make up. All the shares from all the resource pools
added up will equal to a total number. That total number will be a total of the root pool, for example. If
you have two pools that each has 8000 shares, there are a total of 16,000 shares, and each resource
pool makes up half of the total, or 8,000/16,000. There are default options available as well in the form
of Low, Normal, and High. Those will equal 1,000/2,000 and 4,000 shares, respectively.




Reservations - This is a guaranteed allocation of CPU or memory resources you are giving to that
pool. The default is 0. Reserved resources are held by that pool regardless if there are VMs
inside it or not.

Expandable Reservation is a checkbox that allows the pool to “borrow” resources from its
parent resource pool. If this is the parent pool, then it will borrow from the root pool.

Limits - specify the upper limit of what a resource pool can grab from either CPU or memory
resources. When teaching VMware’s courses, unless there is a definite reason or need for it, you
shouldn’t use limits. While shares only work when there is contention (fighting among VMs for
resources), limits create a hard stop for the VM even if resources are high. Usually, there is no
reason to limit how much resources a VM would use if there is no contention.

In past exams, exam questions were asking you to calculate resources given several resource pools.
Make sure you go over how to do that.

Objective 5.2 — Monitor resources of vCenter Server Appliance and vSphere environment
Monitoring resources of both your vCenter Server Appliance and vSphere appliance is done from several
places. There are many different products out there besides to do this as well. vRealize Operations
Manager is one such tool. From within vSphere itself, there are several tools to do this. First, let’s cover
the vCenter Server Appliance.

From within the VCSA VAMI (on port 5480), there is a Monitoring pane you can use to see resources
your vCenter is consuming.

vim vCenter Server Management Sun 10-11-2020 02:14 AM UTC @ English ~ Help - Actions v

summary CPU & Memary Disks Network Database

5 Oct 10, 2020, 08:13:27 PM - Oct 10, 2020, 09:13:27 PM  Last hour (5
Monitor

Access CPU

Networking

Firewall N
&0

Time

} 60
Services

Update

Percentage (%)

40

Administration

Syslog 20

Backup

8:20 PM 830 PM 8:40 PM 8:50 PM 5.00 PM 910 PM



As shown in the screenshot above, you can monitor CPU, memory, disks, network, and even the
database. From within the HTML5 client, you can monitor the vCenter VM by going to the VM and then
clicking on Monitor, as shown here.

Menu

& magmtVC = & i ACTIONS v

Summary Manitor Configure Permissions Datastores Metworks Snapshots Updates

lssues and Alarms v | Performance Overview

All Issues Period: Real-time : 10/10/2020, 8:30:20 PM - 10/10/2020, 9:30... vjey- Overview d
Triggered Alarms
CPU =
Performance “
100 Bk
Advanced
80 4.8k
Tasks and Events
Tasks
&0 3.6k
Events =
= =
Utilization N
40 2.4k
20 1.2k
I f 1 I
»hhﬁMJLﬁ\ﬂh%ﬂwJLvﬂhﬁkﬁMJﬁh—&JLﬁ—JLﬂA&Ju hﬂmemﬁhn,mth
10/10/2020, 10/10/2020, 10/10/2020, 10/10/2020, 10/10;2020
8:30:00 8:45:00 S9:00:00 9:15:00 9:3
(=] PM PM PM
Ready for mgmtVC Usage for mgmtVC — Usage in MHz
Memory =

32M 100

You can look at the different resources for the VM and change time periods. You can also monitor the
vCenter Server by using “top” on the VM console, as shown here.



# mgmtvc.lab.local - PuTTY

top

PID USER PR NI TIME+ S COMMAND

To monitor resources on the rest of the environment, this is accomplished by clicking on the VM and
then clicking the monitor tab. Just like for the vCenter Server. This can be done for any of the VMs,

cluster, or host. If you want to monitor the hosts via CLI, you can use ‘esxtop’ to do that. This is what
that looks like.



A
& xr2lab.local - PuTTY

Objective 5.3 — Identify and use tools for performance monitoring

Tools used for performance monitoring are precisely the ones shown above. Other tools can be used, as
well. These include vRealize Operations Manager. vVROPs integrates intimately with vSphere and shows
much information on your environment. From within your HTML5 client, you can find info like this:




vm vSphere Client Menu

G} Home
vRealize Operations

&
w

L nanag nter- mgmtvc nanage multi /Centers Y i
[ Hosts and Clusters ‘ You can manage vCenter- mgmtVC lab local here. To manage multiple vCenters, use vRealize Operations ‘

WMs and Templates

mgmtVC.lab.local (C  (ectupdated- 10020

= storage

Networking

E Content Libraries 1 2 5 34 6 O

o Workload Management Hosts Virtual Machines Datastores Resource Pools
E; Global Inventory Lists
Policies and Profiles

Are there any Issues? Acfion Required Realize tions helps srioritize

@ Auto Deploy

& Hybrid Cloud Services

<|> Developer Center Q mmediate
© 12 Critical

ity Administration These are all the critica

Tasks

Og Events

4 Tags & Custom Attributes

DL fecycle Manager

vRealize Operations

) DRaas

VIEW DETAILS

Am | running out of Capacity? What can be Reclaimed?
Based On Compute - C tent Save 0.00

{:E cPU 4vCPU

iy Me 0GB
1594.80 GB
FIND QUT HOW
How many VMs are running? What is Operating System distribution?

20 VMs running 7353

14 Powered off

When you bring up vRealize Operations Manager, you get a lot more info.
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Objective 5.4 — Configure Network 1/0O Control (NIOC)

Network I/0 Control allows you to determine and shape bandwidth for your vSphere networks. They
work in conjunction with Network Resource Pools to allow you to determine the bandwidth for specific
types of traffic. You enable NIOC on a vSphere Distributed Switch and then set shares according to needs
in the configuration of the VDS. This is a feature requiring Enterprise Plus licensing or higher. Here is
what it looks like in the Ul.

vm vSphere Client Menu v

2 Q o DSwitch ACTIONS v

~ [ mgmtvClablocal Summary Monitor Permissions Ports Hosts VMs Networks

+ [ HomeLab

(=] Management Network Settings N7 lwﬂe:r?-cx /O Control .E)waoec
. 7 TN Version 3
T 0 Gbit/s 7.50 Ghit/s 10.00 Gbit/s
Properties Physical network adapters 2
Topology Minimum link speed 10 Gbit/s
LACE Total bandwidth capacity 10.00 Gbit/s
Private VLAN Maximum reservation allowed (3) 7.50 Gbit/s
NetFlow L
Configured reservation 0.00 Gbit/s
Part Mirroring
Available bandwidth 10.00 Ghit/s

Health Check

Resource Allocation hd
& EDIT
| System traffic |

Network resource pools Traffic Type A 4 Shares T Shares Value T Reservation A 4 Limit v
GG CEIE e Management Traffic Normal 50 0 Mbit/s Unlimited
Fault Tolerance (FT) Traffic Norma 50 0 Mbit/s Unlimited
vMotion Traffic Norma 50 0 Mbit/s Unlimited
Virtual Machine Traffic High 100 0 Mbit/s Unlimited
SCSI Traffic Norma 50 0 Mbit/s Unlimited
NFS Traffic Norma 50 0 Mbit/s Unlimited
vSphere Replication (VR) Traffic Norma 50 0 Mbit/s Unlimited
VSAN Traffic High 100 0 Mbit/s Unlimited
vSphere Data Protection Backup Traffic Norma 50 0 Mbit/s Unlimited

The traffic types that are shown here are there by default. You can make changes to them by clicking on
one of the types and then clicking ‘Edit”. When you click edit, a screen appears where you can choose
shares, reservations, and limits.



Edit Resource Settings = DSwitch X

Mame

Shares

Reservation

Lirmit

Management Traffic

Morma w
O Mhbit/s
Max. reservation: 7.5 Ghit/s

Unlimited

Max. limit: 10 Ghit/s

You can create new network resource types by clicking on Network Resource Pool and then ‘Add.” This
allows you to create a new pool that has a Reservation quota. You then would assign a VM to that pool.
This group slices off bandwidth from the Virtual Machine system type, so you need to setup bandwidth

reservation for that group first.

Obijective 5.5 — Configure Storage 1/O Control (SIOC)

Storage 1/0 Control allows cluster-wide storage I/O prioritization. You can control the amount of storage
I/0 allocated to virtual machines to get preference over less critical virtual machines. This is
accomplished by enabling SIOC on the datastore and set shares and upper limit IOPS per VM. SIOC is
enabled by default on SDRS clusters. Here is what the screen looks like to enable it.



Configure Storage I/O Control = VirtualSynology X

Storage I/O Control is used to control the I/O usage of a virtual machine and to gradually enforce the predefined I/O share levels.

° Enable Storage I/O Control and statistics collection
Storage 1/O congestion threshold:

o Percentage of peak throughput 0 E b,

() Manual 1y ms

[ RESET TO DEFAULTS

Statistic Collection

Include I/O statistics for SDRS

-

( :} Disable Storage /O Control but enable statistics collection

.

¥ |nclude I/O statistics for &

Pt
[
L

Disable Storage I/O Control and statistics collection

Once SIOC is enabled on the datastore, you can either set shares and limits on individual VM disks, or
you can set up a Storage Policy and apply it to VMs to control performance. Here is a picture of one way
you might set up a storage policy.



Create VM Storage Policy Host based services

Create rules for data services provided by hosts. Available data services could include encryption,
1 Elarmeae am e e
Jame and descriptio . . . . »
/O control, caching, etc. Host based services will be applied in addition to any datastore specific

rules.

2 Policy structure
Encryption Storage 1/O Control
3 Host based services —————
Disabled
Use storage policy component elect ent
© cCustom
Frovider WMware Storage 10 Contro

VMware Storage I/O Control @
1oPs limit @ -1

IOPS reservation (D)

I0PS shares (1) 1000

Objective 5.6 — Explain the performance impact of maintaining virtual machine snapshots
VMware can preserve a Point in Time or PIT for a VM. This process freezes the original virtual disk and
creates a new Delta disk. All I/O is now routed to the Delta disk. If data is needed that still exists on the
original disk, it will need to go back to that to retrieve data. So now, you are accessing two disks. Over
time you can potentially double the size of the original disk as you make changes and new I/O. The
original 10 GB disk becomes 20 GB over 2 disks. If you create additional snapshots, you create new Delta
disks, and it continues.

Now that we understand a bit more about them, we see the limitations inherent. This tool was never
meant to be a backup. It was designed to revert the VM to the original (if needed) after small changes.
Most backup tools DO use snapshots as part of their process, but only for the amount of time needed to
copy the data off, and then the snapshot is consolidated back again. Here are a few Best Practices from
VMware on how to use them.

e Don’t use snapshots as backups — significant performance degradation can occur, and | have
seen people lose months of data or more when the chain got too long.

e 32 snapshots are supported, but it’s better not to test this.
e Don’t use a snapshot longer than 72 hrs.

e Ensure if you are using a 3™ Party backup that utilizes the snapshot mechanism, they are getting
consolidated and removed after the backup is done. This may need to be checked via CLI

e Don’t attempt to increase disk size if the machine has a snapshot. You risk corrupting your
snapshot and possible data loss.



Objective 5.7 — Plan for upgrading various vSphere components

Depending on what version you are starting from, this can be a significant undertaking. One major
hurdle could be hardware compatibility. VMware has made several tools available to navigate your
upgrade. The first is the vSphere Assessment Tool. You can find more about that tool and also how to
download it here.

Once you have checked your hardware and workloads and they can move, the next step is making sure
all your VMware products are compatible with each other. You can find that information using the
VMware Product Interoperability Matrix here.

The next step is figuring out the order of upgrading. If it’s just a simple VMware environment with no
additional products, there are very few steps needed. They are

Backup vCenter Server and configuration

Upgrade your vCenter Server

Upgrade ESXi Hosts

Upgrade VMs (vSphere tools and/or VMware Hardware version)

PwnNPE

And you’re done. If there are additional products in the environment, you should look at the Knowledge
Base Article VMware has made available to determine the update sequence here.

Section 6 — Troubleshooting and Repairing - There are no testable objectives

for this section.
Since this isn't a testable section, we won't cover this. If there is enough of an ask, | may add a bit in
here.

Section 7 — Administrative and Operational Tasks

Objective 7.1 — Create and manage virtual machine snapshots
We've already discussed use cases and why you might utilize snapshots. Now let's take a look at how to
create and manage snapshots. There are several ways we can access snapshots. One is by right-clicking


https://pathfinder.vmware.com/vsphereassessmenttool/?src=WWW_us_VMW_7J0eausfk9CYpUqEBPLK&int_cid=7012H0000021RYN
https://www.vmware.com/resources/compatibility/sim/interop_matrix.php
https://kb.vmware.com/s/article/78221

on the VM and then choosing "Snapshots."
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Another way you can access snapshots is to go to the Snapshot Tab for the VM

vm vSphere Client Menu v

] 2 © & DCOlLab.local & 5 ACTIONS v

v [ mgmtvClablocal Summary Monitor Configure Permissions Datastores Metworks Snapshots Updates

~ Homelab

i DCO.Lab.local

5 DCO2 Lab loca

Eﬁ Grafana Windows
& Grafanalinux

The method for taking a snapshot is pretty straightforward. You click on the "Take Snapshot" button in
either of those, and it will prompt you with a new window. That window looks like this.



Take snapshot X

Name WM Snapshot 10/22/2020, 3:42:56 PM

Description

Include virtual machine's memaory

CANCEL CREATE

You should fill in a descriptive name for it (perhaps outlining why and the date and time) and then
decide if you want to include the VM's memory contents. If you decide to include the memory, there is
no need to quiesce the guest file system so that that option will remain grayed out. If you uncheck the
memory box, the other will become available. Quiescing will allow you to stun or pause the VM briefly
to ensure there is no data in-flight that is not snapshotted. Once you finish, this is what the tab will look
like (if you notice, | took 2 snapshots to show the tree effect)



Menu

& DCO1.Lab.local & B D ACTIONS v

Summary Monitor Configure Permissions Datastores Networks Snapshots Updates

TAKE SNAPSHOT . [ REVERT | EDIT | DELETE DELETE ALL

w f_[‘é) VCP 2020 Test 10%2f22%2f2020, 3:44:15 PM Name WCP 2020 Test 2 1
0%2f22%2f2020, 3:
Yo VCP 2020 Test 2 10%2f22%2f2020, 3:47:40 PM 47-40 BM
@ *ou are here

Description
Timestamp 10/22/20, 3:47 PM
Size 23.03 MB
Snapshot the No
virtual machine's
memaory
Cluiesce guest Mo
file system

You can see the first one on top, then one more | made underneath. On the right side, you can see the
details about the snapshot. | can do several things now with the snapshots. | can revert and delete it. If |
revert to the first one, That will change where | am in the timeline. Here is what happens.

vm vSphere Client Menu
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v [f mgmtvClab.local summary Monitor Configure Permissions Datastores Networks
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[ S



If I had deleted the first one, | would have stayed in the same place, but it would have merged the next
snapshot changes, if any. If | delete the second one while | am reverted to the first, the second one just
goes away. And if | delete all, it will just merge all changes. Keep in mind, if you hadn't snapshotted the
memory and you revert, it will turn the machine off to revert. This is the same as deleted. Here is a
handy table from VMware to tell if the machine will be powered off or not.

Virtual Machine Power State After Restoring a Snapshot

Virtual Machine State When Parent Snapshot Is Taken Virtual Machine State After Restoration

Powered on (includes memaory) Reverts to the parent snapshot, and the virtual machine is powered on and
running

Powered on (does not include memory) Reverts to the parent snapshot and the virtual machine is powered off

Powered off (does not include memory) Reverts to the parent snapshot and the virtual machine is powered off

Again, you don't want to have snapshots running too long, and make sure you name them descriptively
so that if you do have to come back at some point, you know what has been snapshotted.

Objective 7.2 — Create virtual machines using different methods (Open Virtual Machine

Format (OVF) templates, content library, etc.)
There are several options available to you to create a new virtual machine. When you right-click on a
cluster, host, or Folder and select New Virtual Machine, you will be presented with the following Menu.

New Virtual Machine

1 Select a creation type Select a creation type

How would you like to create a virtual machine?

Create a new virtual machine This option guides you through creating a

Deploy from template new virtual machine. You will be able to
Clone an existing virtual machine customize processors, memaory, network
Clone virtual machine to template connections, and storage. You will need to
Clone template to template install a guest operating system after
Convert template to virtual machine creation.

There are several options to create a new VM there. You can also right-click and select Deploy OVF
template, or you can create a preconfigured VM appliance. You also create a VM from a physical
machine using the P2V tool.



As you go throughout the wizard above, you need to select a location, host, datastore, and what you will
run on it. (An OVF template, you don't need to select what will run on it, but still need to choose a
location, host, and storage for it.

Creating a new VM via PowerCLlI isn't hard either; it can be done with a command like the following:

New-VM -Name 'TestVM' -VMHost 'VMHost-1' -Datastore 'TestDatastore' -
DiskGB 40 -MemoryGB 8 —-NumCpu 2 -NetworkName 'Virtual Machine Network'

That creates a new VM with the name TestVM on VMHost-1 storing its 40 GB VMDK on the
TestDatastore. A lot simpler than going through a long wizard to me.

Objective 7.3 — Manage virtual machines

You can manage VMs through the HTMLS5 client, API, PowerCLI (PowerShell), or even through the ESXi
host console. There are even some options you can only do using PowerCLI. You are presented with a
large number of options when you right-click on a VM. To change the VM's settings, you can click on
"Edit Settings" and get the following screen.

Edit Settings = DCOlLab.local <

Virtual Hardware VM Options

ADD NEW DEVICE ~

» CPU v @
> Memory w
» Hard disk 1 127.001953125 GB «
» S5CS| controller O LSl Logic SAS
» Metwork adapter 1 DSwitch-WM Metwork Connected
> CD/DVD drive 1 Client Device i
» USE xHCI controller USB 31
» Video card ~
VMCI device
SATA controller O AHCI
» Other Additional Hardware



Keep in mind that some options can only be changed when the VM is powered off.

Objective 7.4 — Manage storage (datastores, storage policies, etc.)
There are numerous places for you to manage storage, depending on what you need to do. For example,
when setting up ISCSI adapters, you can accomplish this by clicking on the host. Then select the
Configure tab and then Storage Adapters and ISCSI Adapter. From there, you can add ISCSI targets by
clicking on the Dynamic Discovery or Static.

vm vSphere Client

Menu

v @ mgmtvClab.local
~ [ HomelLab

~ [T LaB
B r630.ab.local
[0 r7301ab.local
E| xr2.lab local

~ Mgmt Cluster
El magmtl.lab.local
El magmt2.lab.local

Recent Tasks Alarms

0 re30.ab.local

ACTIONS Vv

Summary Monitor Permissions VMs Datastores Networks Updates

Storage v
Storage Adapters
Storage Devices
Heost Cache Configuration
Protocol Endpoints

1/O Filters
Networking v
Virtual switches
VMkernel adapters
Physical adapters
TCP/IP configuration

Virtual Machines 4

VM Startup/Shutdown
Agent VM Settings
Default VM Compatibility
Swap File Location

System v

Licensing

Host Profile

Time Configuration
Authentication Services
Certificate

Power Management
Advanced System Settings
System Resource Reservation
Firewal

Services

Security Profile

~

Storage Adapters

-+ Add Software Adapter :_c Refresh F‘Q Rescan Storage... | Gc Rescan Adapter

Adapter v Type Y Staws ¥

4 Model: 1SCSI Software Adapter

. & vmhba64 QOnline

4 Model: QLogic 57810 10 Gigabit Ethernet Adapter
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vmhba6é Fibre Ch... Offline
vmhba68 Fibre Ch..  Offline

4 Model: USB Storage Controller
vmhba32 Block SCSI  Unknown

Properties Devices Paths | Dynamic Discovery | Static Discovery Network Port Binding Advanced Options

iSCSI server

19216810.4:3260
1921681010:3260
1921681223260

Identifier T

1gn1998-01.comymware:r630-6cd...

bnx21-f4e9d48b7690(1gn.1998-01....
bnx2I-f4e9d48b7692(1gn 1998-01....

20:00:f4:29:d4:80:76:91 20:01:f4.e...

20:00:f4:e9:d4:8b76:93 20:0174.

Targ.. Y Devi.. Y

0 [¢]
0 0
0 0
[d] 0

1 1

3 copy an |

Paths T

1
v

B items

3items

»

As you can see, | already have several targets inputted. Once you add them, you rescan storage for the
host to query for devices. Those devices will show up under devices, as shown here.



Properties Devices Paths Dynamic Discovery Static Discovery Network Port Binding Advanced Options

Ec Refresh |
Mame e L. ~ Type e Capacity Datastore e Operational ...
FreeMAS ISCSI Disk (naa.6589cfc000000a68... D disk 2000 TB | I FreeMas_dSs Artached
SYNOLOGY ISCSI Disk (naa.6001405e363d66... i disk 6.08 TB | I VirtualSynology Attached
SYNOLOGY ISCSI Disk (naa 60014053920ea5.. disk 3597TB = Synology-Main Anached

If there isn't already a datastore on the device, you can format it by right-clicking on one of the hosts
and selecting storage and then New Datastore. You can then choose to format it with VMFS. Likewise, if
you are mounting an NFS export or creating a vVol, you can use the same action.

New Datastore Type

Specify datastore type.

1 Type © vmrs

Create a VMFS datastore on a disk/LUN.
(O NFs

Create an NFS datastore on an NFS share over the network.
) wol

Create a Virtual Volumes datastore on a storage container connected to a storage provider.

You will need to supply a name for the datastore and select what device will back it. Then, if VMFS,
select if you want to use VMFS 6 or 5. Some of the reasons you would want to choose VMFS 6 would be
automatic space reclamation or if you are using 4Kn storage devices.

Storage policies enable an administrator to make it simpler to choose storage when creating or moving
VMs. You can specify characteristics or even resilience types if using vSAN.



1. To create a storage policy, click on the Menu drop-down at the top of your HTMLS5 client and
choose Policies and Profiles

3} Home ~trl + alt + home
&

Shortcuts ~trl + alt + 1

Hosts and Clusters ctrl + alt + 2

VMs and Templates  cirl + alt + =

& 3

Storage ctrl + alt + 4

[
|
i

Networking trl + alt + &
Content Libraries ctrl + alt + 6

o K

Global Inventory Lists ctrl + alt +

Folicies and Profiles

\Uto Deploy
{|> Developer Center
B8 Networking and Security

(#) vRealize Operations

&5 Administration



2. Click on VM Storage Policies

Policies and Profiles

ﬂ% WM Customization Specifications VM Storage pO'lCI@S

F& VM Storage Policies E@ Create VM Storage Policy |

|_=;'§ Host Profiles

&% storage Palicy Components D
§ Bronze
§ Gold
¢ Host-local PMem Default Storage Policy
g Sliver
# VM Encryption Policy
. vSAN Default Storage Policy

¥ VVol No Requirements Paolicy



3. Select Create VM Storage Policy and on the popup wizard, give it a name.

Create VM Storage Policy Name and description X

1 Name and description

veenter Server. 3 VCENTERI.LAB.LOCAL v

2 Policy structure
MName: WCP 2019 Sample Storage Policy
3 Storage compatibility Description:
4 Review and finish
P
CANCEL

4. This screen allows you to choose between Host-Based Services or Datastore Specific rules. Host-
based are specific services that a particular host may provide, such as caching, encryption, etc.
These can be used in conjunction with Datastore specific rules, which are directed to specific
datastores. | tag a specific datastore as "Gold" storage and create a Storage policy that requires



a VM to use "Gold" storage. | am going to use the tag-based placement option.

Create VM Storage Policy Policy structure X
1 N dd ipti
Fe sne deserpRen Host based services

2 Policy structure Create rules for data services provided by hosts. Available data services could include
encryption, IO control, caching, etc. Host based services will be applied in addition to
3 Tag based placement any datastore specific rules.

- B Enable host based rules
4 Storage compatibility U e

5 Review and finish Datastore specific rules

Create rules for a specific storage type to configure data services provided by the

datastores. The rules will be applied when VMs are placed on the specific storage type.

I:I Enable rules for "wvSAN" storage

Enable tag based placement rules

CANCEL BACK NEXT

5. I have already created a Tag category called Storage Type, and | will tell it to Use storage tagged
with the "Gold" tag. | could tell it not to use that tag as well. Multiple Rules can be used at the



same time.

Create VM Storage Policy Tag based placement X

o Add tag rules to filter datastores to be used for placement of VMs.
1 Name and description

Rule 1 REMOVE
2 Policy structure
3 Tag based placement Tag category Storage Type v
4 Storage compatibility Usage option Use storage tagged with w
5 Review and finish Tags (Godx )

BROWSE TAGS

ADD TAG RULE

CANCEL BACK NEXT




6. |have one Datastore tagged as "Gold" Storage.

Create VM Storage Policy Storage compatibility

Name and description Compatible storage 20 TB (16.72 TB free) Compatible ¥

2 Policy structure [7) Expand datastore clusters
cy s ture —
3 Tag based placement Name r Datacenter ¥ Type r Free Space ¥ Capacity Warnings ¥
B GNAP_Normal  Austin DC VMFS 6 16.72 TB 20 TB

4 Storage compatibility

5 Review and finish

CANCEL BACK NEXT

7. That'sit. Click Finish, and you have created a Storage Policy. Just to show you what host-based
services might look like, here is a screenshot



Create VM Storage Policy Host based services X

. Create rules for data services provided by hosts. Available data services could include encryption, I/O control,
1 Name and description

caching, etc. Host based services will be applied in addition to any datastore specific rules

P tur
2 [FEle) STIERE Encryption Storage 1/O Control

3 Host based services () Disabled
4 Storage compatibility () Use storage policy component Low IO shares allocation v
5 Review and finish © custom

Provider VMware Storage 10 Control ~

VMware Storage I/O Control (D
IOPS limit @ -1

IOPS reservation (1) 1

10PS shares (3 1000

CANCEL BACK NEXT

Objective 7.4.1 — Configure and modify datastores (expand/upgrade existing datastore,

etc.)

Datastores are logical storage units that can use disk space on one disk or span several. You can navigate
to the Datastores tab on the navigation pane to manage them and select the datastore you want to
manage. Then click on Configure on the object pane in the middle.

1] D 5 FreeNas_dS ACTIONS v
v [ mgmtvClab.local Summary Monitor Permissions Files Hosts VMs

~ [ HomelLab

Alarm Definitions i
l. FreeNas_dS propertles
Scheduled Tasks
D R730_Local_SSD_DS1 Name FreeNas_dS
:
(=l synology-Main

Device Backing > File system VMFS 6.82
1 VirtualSynology

| vsanDatastore CeEEy e M= Drive type Flash

E
E
E

= Hardware Acceleration

| XR2_Local_NVMe_SSD .
Capacity

Total Capacity 20TB
Provisioned Space 6.91TB
Free Space 16.91TB

Datastore Capabilities

Thin Provisioning Supported
» Storage I/O Control Disabled EDIT
Space Reclamation
Space reclamation Enabled at Low priority: Deleted or unmapped blocks are reclaimed on the

LUN at low priority



From this screen, you can increase the capacity. Enable SIOC, and edit Space Reclamation priority. Using
the Connectivity and Multipathing, you can edit what hosts have access to this datastore. You can also
see what files and VMs are on this datastore. You can perform essential file functions through this as

well.

& FreeNas_dS

summary Monitor Configure Permissions Hosts VMs

Q Search

M B FreeNas_ds

>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>

[ .dvsData

[ .sdd.sf

[0 .wSphere-Ha

[ DCOo1.Lab.local

5o

2 mgmtvC

[ Mutanix Install Test

[ Mutanix_CE_Template

[ WCF-CB-01a

O wCF-esxi-1

[ VCF-esxi-2

[ VCF-esxi-3

[ VCF-esxi-4

[ vCLS (8)

CIwvCLS (9)

[ WMware-vRealize-Log-Insight-8
[] vRealize-Operations-Manager
[ wsim-NetAppDOT-simulate
[ xray

ACTIONS Vv

) NewFolder I Upload Flles 1 Upload Folder

Name T Size
£ dvsData

£ sdd.st

[T wSphere-HA

£ DCo1Lab.local
Eiso

1 mgmivic

£ Mutanix Install Test
£ Nutanix_CE_Tem..
£ veF-cB-0ta

£ veF-esxi-

£ vCF-esxi-2

£ VCF-esx1-3

[ VCF-esxi-4
EIveLs(g)

I veLs(9)

1 vMware-vRealiz...
[ vRealize-Operatl...
[ vsim-NetAppDO...
1 wray

Modified T
10/18/2020, 6:16:06 PM
10/18/2020, 61319 PM
10/23/2020, 14856 P...
10/24/2020, 71403 P
10/23/2020, 21953 P
10/24/2020, 6:59:57 ..
10/23/2020, 2:45:53 ..
10/18/2020, 7:07:45 PM
10/24/2020, 11:21.34 ...
10/24/2020, 11:3010 ...
10/24/2020,12:01:44
10/24/2020,12:02:17
10/24/2020,12:02:62...
10/23/2020, 2:46:33 ...
10/23/2020, 2:46:30 -
10/24/2020, 43524 ...
10/24/2020, 43611 PM
10/23/2020, 2:45:56 ...
10/18/2020, 6:16:04 PM

Objective 7.4.2 — Create virtual machine storage policies
Check objective 7.4 for the creation of virtual machine storage policies.

Objective 7.4.3 — Configure storage cluster options

Type

Folder
Folder
Folder
Folder
Folder
Folder
Folder
Folder
Folder
Folder
Folder
Folder
Folder
Folder
Folder
Folder
Folder
Folder
Folder

Path T
[FreeNas_dS] .dvsData
[FreeNas_dS] sdd.sf
[FreeMas_dS] vSpher...
[FreeMas_dS] DCOTL
[FreeMaz_dsS] ISO
[FreeNas_dS] mgmtVC
[FreeNas_dS] Nutanix...
[FreeNas_dS] Nutanix...
[FreeMas_dS] VCF-C...
[FreeMas_dS] VCF-es..
[FreeMas_dS] VCF-es
[FreeMas_dS] VCF-es
[FreeMas_dS] VCF-exs..
[FreeMas_dS] vCLS (8)
[FreeNas_dS] vCLS (9)
[FreeMas_d5s] WMwar...
[FreeMas_dS] vRealiz...
[FreeMas_dS] veim-N...

[FreeNas_dS] xray

To create a storage cluster, right-click on the datacenter under the datastore tab and click on storage >
New Datastore Cluster.




Q9

=2 @ Homelab ACTIONS v
v [ mgmtVClab.local Summary Monitor Configure Perm
ol B3 Hc [ Actions -
f Actions - HomelLab
[—_] id Alarms A EVEHtS
— -
g t] Add Host... A
& | %@ New Cluster_. red Alarms
[_.] Description
1 New Folder » pnce e O
= G Task: v
=
= Distributed Switch . . O & Task: G
e
51 New Virtual Machine... @) @& Task G
d Events A
13 Deploy OVF Template... O @& Task:
T g Task: v
Storage * | 3 New Datastore. ..
GE Hardw:
Edit Default WM Compatibility... @ MNew Datastore Cluster.. :ﬂ Task C
ask:
g2 Migrate VMs to Another Network. Elq Rescan Storage.. 5 Task: G
Move To... O G Task: '\
' O @ Hardws
Tags & Custom Attributes L
O @ Alarm'
Add Permission...
O G Alarm '
Alarms > O @ VM mg
x Delete O @ Task: R
(ﬁ) e SUCCes

You then need to go through a wizard to configure the storage cluster options. First, give it a name, and
select if you want to turn on Storage DRS. This will allow you to manage all the datastore inside as one
aggregate pool of storage. It will also suggest placement or move VMs as needed, depending on what

automation level you have set up.



New Datastore Cluster

hd 1 Name and Location Mame and Location

2 Storage DRS Automation

. Datastore cluster name: VCP 2020 Cluster
3 Storage DRS Runtime Se...

4 Select Clusters and Hosts Locaticn HomeLab
5 Select Datastores Turn ON Storage DRS
6 Ready to Complete vSphere Storage DRS enables vCenter Server to manage datastores as an aggregate pool of

storage resources.
vSphere Storage DRS also enables vCenter Server to manage the assignment of virtual machines

to datastores, suggesting placement when virtual machines are created, migrated or cloned, and

migrating running virtual machines to balance load and enforce placement rules.

CANCEL NEXT

The next screen gives you options to configure for SDRS. You can check on the 'l' at the end of each for
more information about that setting.



New Datastore Cluster

v 1Name and Location Storage DRS Automation
L 2 Storage DRS Automation
. Cluster automation level )
3 Storage DRS Runtime Se... O No Automation (Manual Mode)
4 Select Clusters and Hosts vCenter Server will make migration
5 Select Datastores recommendations for virtual machine
6 Ready to Complete storage, but will not perform automatic
migrations.

@® Fully Automated
Files will be migrated automatically to

optimize resource usage.

Space balance automation level Use cluster settings “ @
I/O balance automation level Use cluster settings ~ @
Rule enforcement automation level UUse cluster settings v @
Policy enforcement automation level Use cluster settings w @
WM evacuation automation level Use cluster settings R @

CANCEL BACK NEXT

The next screen allows you to configure latency threshold settings to start moving VMs if experienced.



New Datastore Cluster

+ 1MName and Location Storage DRS Runtime Settings

+" 2 Storage DRS Automation

v ET T ———— I/ Metric inclusion Enable I/O metric for SDRS recommendations

4 Select Clusters and Hosts Select this option if you want I/O metrics considered as a part
5 Select Datastores of any SDRS recommendations or automated migrations in
6 Ready to Complete this data store cluster

I/C latency threshold Dictates the minimum I/O latency for each datastore below

which I/ load balancing moves are not considered.
5ms o F—————5100ms 15 ms

Space threshold Runtime thresholds govern when Storage DRS performs or

recommends migrations (based on the selected automation

lewvel).
® Utilized space

S0%C————{ ——100% 801 %

Dictates the minimum level of consumed space for
each datastore that is the threshold for action.

O Minimum free space 1 GB

Dictates the minimum level of free space for each

datastore that is the threshold for action.

CANCEL BACK NEXT

Next, you select clusters that will be given access to the Storage Cluster (or hosts)



New Datastore Cluster

+ 1Name and Location Select Clusters and Hosts
+ 2 Storage DRS Automation

+ 3 Storage DRS Runtime Se...  Filter Selected (0)

4 Select Clusters and Hosts Clusters Standalone Hosts

5 Select Datastores

Filter T
6 Ready to Complete -
O nName F ~  Available CPU ~  Awvailable Memory ~  Avai
O LAB 1381 GHz 40792 GB 277
O Mgmt Cluster 76.53 GHz 476.44 GB 14,2
<
2 items

CANCEL BACK NEXT

Next, add the datastores that will be in the storage cluster.



New Datastore Cluster

+ 1 Mame and Location Select Datastores

+ 2 Storage DRS Automation

. | Show datastores connected to all hosts |«
+ 3 Storage DRS Runtime Se...

+ 4 Select Clusters and Hosts Filter Selected (0)

5 Select Datastores Filter T

6 Ready to Complete

D Name T = Host Connection Status w Capacity h Free
O [:] FreeMas_dS O All Hosts Connected 20TB 16.€
O =] Synology-Main @ All Hosts Connected 3.97TB 38
<
2 items

CANCEL BACK NEXT

Check over the summary and then finish.



New Datastore Cluster

STdYE 3. CITaoTeEw

+ 1Name and Location

Storage DRS Automation
Cluster automation level:
Space balance automation level:
I/0 balance automation level:
Rule enforcement automation level:
FPolicy enforcement automation level:
WM evacuation automation level:

+ 2 Storage DRS Automation
+ 3 Storage DRS Runtime Se...
+ 4 Select Clusters and Hosts
+ 5 Select Datastores

6 Ready to Complete

Storage DRS Runtime Settings
Storage /O load balancing:
Space threshold:

Enabled

Fully Automated

Use cluster settings
Use cluster settings
Use cluster settings
Use cluster settings
Use cluster settings

I/O latency threshold: 15 ms
Datastores
Name Capacity Free Space
= synology-Main 397TE 38TB
Clusters and Hosts
Name Datastore Connection ... Selected
LAB @ Al Datastores ... Yes

B0 % utilized space per datastore

-
Type
VMFS 6
IYO Load Balance Capa...
@ ves
v

CANCEL BACK FINISH

If you need to configure the cluster afterward, you can click on the cluster and select the middle panes

configure.



vm

vSphere Client

g @

v @ mgmtvClab.local
~ [ Homelab

i & VCP 2020 Cluster

& synology-Main

5 FreeNas_ds

=] R730_Local_SSD_DS1
:\ VirtualSynology
=) vsanDatastore

=] ¥R2_Local_NVMe_SSD

& VCP 2020 Cluster ACTIONS v

Summary Monitor Permissions Hosts VMs Datastores

Services v

Storage DRS

Configuration
VM Overrides
Rules

Alarm Definitions

Scheduled Tasks

vSphere Storage DRS is Turned ON

v Storage DRS automation

[ SHEDULE STORAGE DRS . ‘ EDIT . ]

Cluster automation level

Space balance automation level

I/O balance automation level

Rule enforcement automation level

Policy enforcement automation level

VM evacuation automation level

Space threshold

Fully Automated

Files will be migrated automatically to optimize resource usage.

Use cluster settings

Use cluster settings

Use cluster settings

Use cluster settings

Use cluster settings

80 % utilized space per datastore

v /O metrics

1/ metric inclusion

I/O latency threshold

I/ metrics for Storage DRS recommendations are enabled

I/ metrics will be considered as a part of any Storage DRS recommendations or

automated migrations in this datastore cluster

15 ms

v Advanced options

Default VM affinity

Check imbalances every

I/C imbalance threshold

Minimum space utilization difference

Configuration parameters

Keep VMDKs together by default

8 Hours

5

5%

Option Value

No items to display

Obijective 7.5 — Create Distributed Resource Scheduler (DRS) affinity and anti-affinity

rules for everyday use cases
Some everyday use cases for affinity and anti-affinity rules will be if a VM needs to stay on a specific
host due to a specific hardware key or license restriction. Another would be if you have multiple domain
controllers for resilience, you wouldn't want a scenario where both of them would be on the same
physical host. This would be an example of a VM-VM anti-affinity rule. Another might be if you have a
multi-tiered app that needs to be kept together on the same host for some reason. That would be a VM-
Host affinity rule.

These rules are set up under the cluster configuration under VM/Host Groups and VM/Host Rules. There
are two pieces to setup. You have to either make a VM group or Host group depending on which type of
rule you want to use. | will take the Active Directory use case and create a VM to VM anti-affinity rule.

First, | need to define the VMs.

Cluster > Configure > VM/Host Rules > Add



vm vSphere Client

Menu v

[E] 71 LAB ACTIONS v
v [ mgmtvClablocal Summary Monitor Permissions Hosts VMs Datastores Networks Updates
Services v VM/HOSt Rules
vSphere DRS
[ r7301ablocal vSphere Availability Type Enabled Conflicts Defined By
[ xr2lablocal Configuration v
v Mamt Cluster
Quickstart
[ mgmtiiabiocal
General

B mgmt2lablocal

Key Provider

re EVC

VM/Host Groups

VM Overrides’

/o rs

Host Options

Host Profile
Licensing v

VSAN Cluster

Supervisor Cluster
Trust Authority
Alarm Definitions No VM/Host rule selected
Scheduled Tasks

VSAN v

Services

Recent Tasks Alarms

»

Give it a name and then choose the type "Separate Virtual Machines." Next, select both the VMs that
will be in this group.

Create VM/Host Rule = LaB X

Name Domain Centrollers Enable rule

Type Separate Virtual Machines v

Description
The listed Virtual Machines mus

= Add.

Members

t be run on separate hosts

% DCotLab.local
[ DCo2 Lablocal

When finished, it will look like this.



[l LAB ACTIONS v

summary Monitor Configure Permissions Hosts WMs Datastores Networks Updates
| Services v VM/HOSt Rules
v5Sphere DRS e Add.. # Edit. ¥ Delete
vSphere Availability Name Type Enabled Conflicts Defined By
Configuration v £ Domain Controllers Separate Virtual Machi._.
Quickstart
General

Key Provider
VMware EVC
VM/Host Groups
VM Overrides
/O Filters

Host Cptions

VM/Host Rule Details

Host Profile
The listed 2 Virtual Machines must run on different hosts.
Licensing £
Conflicts
Add... Remove
vSAN Cluster + x
Rule Members Conflicts

Supervisor Cluster

W DCO2 Lab local
ﬂ‘. DCOLab.local 0

Trust Authaority
Alarm Definitions
Scheduled Tasks
VSAN W

Services

Notice the rule is enabled, and there are no conflicts. That's all there is to it!

Objective 7.6 — Configure and perform different types of migrations

We've already covered the type of migrations that are possible. Let's now go over how to perform them.
There are several ways to initiate the migration. You can drag the VM over to the host or datastore you
want to put it on. How would you do that? If you are in either the hosts and cluster or datastore section,
you can click on the VMs tab. (like in the example picture)



vm vSphere Client Menu v

81 @ [ Homelab ACTIONS v
v [ mgmtvClablacal Summary Monitor Configure Permissions Hosts & Clusters VMs Datastore

4 B Homelab
VIGTEIRYECLILEEI VM Templates | vApps | VM Folders

=l FreeNas_ds

= R730_Local_SSD_DS1

=] synology-Main

|'E] VirtualSynology Name T ~  State w | 5Status ~  Provisioned Space

=l vsanDatastore {1 2016 Server Template Powered Off + Normal 10861 GE

= xR2_Local_NVMe_ssD {5 DCOotLab.local Powered On +" MNormal 152.31GB
|'_‘__'|. DCO2 Lab local Powered On +" Mormal 2081GB
31 Element 12 - 2 Powered Off + Normal 256.59 GB
(71 Grafana Windows Powered Off v Normal 84.61GB
(31 GrafanaLinux Powered Off + Normal 10.99 GB
@ Linw:_Template_CentOS7 Powered Off " Normal 4061 GB
E__';. mgmtvC Powered On +" Mormal 74114 GB
@ Mutanix Install Test Powered Off " Normal 14 TE
@ MNutanix_CE_Template Powered Off " Normal 142 7B
E‘.‘. SolidFire wWOL Powered On +" MNormal 256.08 GB
3 Synology_DS3615xs_617 Powered On v Normal 709 TB
& VCF-CB-01a Powered On +" Mormal 154,08 GB

From there, click on one of the VMs or multiple and drag it where you want to migrate it to. It will then
pop up the wizard to finish. You can also right-click on a VM and then select migrate. If you do the latter,
you have to choose the type of migration. Next, you click where you want the VM to migrate to, either
host or datastore. You also need to select the network to attach to and vMotion priority. That's all!



Migrate | DCO1.Lab.local

+ 1Select a migration type Select a compute resource

WM origin @
pRCIESERL L ORI Select a cluster, host, vApp or resource pool to run the virtual machines

3 Select networks
. o Clusters Resource Pools | vApps ]
4 Select vMotion priority

5 Ready to complete

Fliter T

Name - ~  State ~  Status ~  Cluster ~  Consumed C

0 re301ablocal Connected v/ Normal LAB 1% |

B r7301ablocal Connected +/ Normal LAB 2% |

|j xr2 lab.local Connected ~ Normal LAB 2% |
<

3 items

Compatibility

CANCEL

NEXT



Migrate | DCO1.Lab.local

+ 1Select a migration type Select networks VM origin @
+ 2 Select a compute resource  Select destination networks for the virtual machine migration.

3 Select networks

o Migrate WM networking by selecting a new destination network for all VM network adapters attached to the same source
4 Select vMotion priority

netwark
5 Ready to complete

Source Network Used By Destination Network

DSwi k 1VMs /1 Network adapters Switch-VM Network

DSwitch-VM Network is in use at:

Vi Metwork Adapter Metwork
DCO1 Lab local Network adapter 1 DSwitch-\VM Netwaork
Compatibility

v/ Compatibility checks succeeded.

CANCEL

NEXT




Migrate | DCO1.Lab.local

+ 1 Select a migration type Select vMotion priority

+ 2 Select a compute resource  Protect the performance of your running virtual machines by pricritizing the

WM origin @

+ 3 Select networks allocation of CPU resources.

4 Select vMotion priority

5 Ready to complete

® Schedule vMotion with high priority (recommended)
whotion receives higher CPU scheduling preference relative to normal priority migrations. vMotion might complete more
quickly

O Schedule normal vMotion

wMotion receives lower CPU scheduling preference relative to high priority migrations. You can extend vMotion duration.

CANCEL

NEXT




Migrate | DCO1.Lab.local

+ 1Select a migration type Ready to complete VM origin @

+ 2 Select a compute resource  Verify that the information is correct and click Finish to start the migration.
+ 3 Select networks

+ 4 Select vMotion priority

5 Ready to complete Migration Type Change compute resource. Leave VM on the original storage

Virtual Machine DCO1Lab loca

Cluster LAE

Host r630.lab.local

vMetion Pricrity High

Networks No network reassignments

CANCEL BACK m

""Objective 7.7 — Configure role-based user management

We've covered what roles are already, but a short refresher is that a role is just a container for a group
of privileges. Each object in the vSphere world has permissions associated with it. This is how you
control who can do what. You assign a user a role, and that allows them to have specific privileges and
do tasks.

vCenter has built-in system roles that cannot be changed. However, they CAN be cloned, and you can
modify the clone to have more or fewer privileges. To find those roles, Click on Menu > Administration >
Access Control > Roles. If you click on a role and then click on privileges, you can see what each role can
do. Choose the one with the least amount of privileges needed for the task and then clone that.



vm vSphere Client Menu v

Administration

. |Roles
Global Permissions Roles provider: VSPHERE LOCAL v
Licensing v
Licenses
Soluticns R gy Alarms
! + Acknowledge alarm
Client Plugins. « Create alarm
vCenter Server Extensions AppdApplianceUser « Disable alarm action
AltoUndat + Disable or enable alarm on entity
Deployment v AutoUpdateUser Y

Meodify alarm

) Content library administrator (sample)
System Configuration

Remove alarm

Content Library Reg Set alarm status

administrator (sample)

Customer Experignce Improve

Datastore consumer (sample) . .
Support v Permissions
vork administrator (sampl
s Modify permission
Upload File to Service Request Noc raphy administrator N .
+ Modify privilege
Single Sign On v Ne Trusted Infrastructure administrator « Modify role

NSX Administrator

Reassign role permissions
Users and Groups

figuration MK Audtor AutoDeploy

NSX VI Administrator

C

* Host
Certificates e Resource pool administrator (sample) o AssociateMachine
Certificate Management SupervisorService Cluster Operator + Image Profile
SupervisorService Operator o Creste
SupervisorService RootFolder Operator . ;u‘i(m
SyncUsers ¢ Create
Tagging Admin o Delete
Trusted Infrastructure administrator o it
Virwal Machine console user ’ Ruu‘:ifi.ate
Virual machine power user ( o Edit
Virual machine user (sample) —— Certificates
Recent Tasks Alarms A

To clone, click on the role you want to use; for example, | chose Virtual Machine User. Then you can click
on the clone. You can just create a new role if you know all the privileges needed for that role.



vim vSphere Client Menu Vv

Administration

Roles

Access Control

Roles

Global Permissions Roles provider VSPHERE.LOCAL ~

/ % [ DESCRIPTION ‘ USAGE PRIVILEGES

tlibrary administrator (sample) G|Oba|

Ibrary Registry administrator (sample) -

Licensing W

Licenses

Solutions '

Cancel task
Client Plugins onsumer (sample)
wCenter Server Extensions Scheduled task

Network administrator (sample)

Datasto

Create tasks

Deployment ~ 0 Crypto y strator
ployi No cryptography administrat « Modify task
System Configuration Ne Trusted Infrastructure administrator « Remove task
Customer Experience Improve... NEX Acministrator O (e
NSX Auditor 3 g
Support v Virtual machine

NSX VI Administrator « Interaction
Upload Filz to Service Request

Resource pool administrator (s

mple) o Answer question

o

single Sign On v SupervisorService Cluster Operator Configure CD media

o

Configure floppy media
Connect devices

Users and Groups SupervisorService Operatar

o

Configuration SupervisorService RootFolder Operato e et aetian

o

- Synclsers o |nstall VMware Tools
Certificates v e
Tagging Admin 9 PO
rtific n Power on
Certificate Management Trusted Infrastructure administrator :
o Reset
Virt achin . !
Viral Machine console user o Suspend

Wirtual machine power user (s

Virtual ma u

r (sample)
VMOperator Controller
WMOperator Controller Manager

ML Aarn S allclat e Da sl n ur A e amamle

When you click clone, the Clone Role window comes up and asks you to give it a name and optionally a
description.

Clone Role X

Role name WVCP 2020 Virtual Machine User

Description
This is a sample role created for the WVCP 2020 Study Guide.

‘ CANCEL H QK ‘




Click, OK, and your role has been created. We now need to modify it to add permissions, however. So,
we select the role and then click on the pencil icon.

vm vSphere Client

Administration

Access Control RO' es
Global Permissions Roles provider: VSPHERE.LOCAL ~
Licensing ~
[ DESCRIPTION | USAGE
Licenses
Solutions k4 Mo Trusted Infrastructure administratar Global
* Cancel task
Client Plugins NSX Administrator
vCenter Server Extensions NSX Auditor Scheduled task
Beo! . NS VI Administrator « Create tasks
eploymen v o
Resource pool administratar (sample) * Modify task
 Confiauration + Remove task
System Configuratior SupervisorService Cluster Operator S
e e I « Run tas
Customner Experience Improve.. SupervisorService Operatar
Support ~ SupervisorService RootFolder Operator Virtual machine
SyncUsers * Interaction

Upload File to Service Request
o Answer question
Tagging Admin ) )
Single Sign On v o Configure CD media

Trusted Infrastructure administrator s Configure floppy media

: R o
Users and Groups | VCP 2020 Virtual Machine User I o Connect devices

onfigurat interacti
Configuration VIriual Machine concole user o Console interaction
o Install VMware Tools

Certificates v \irtual machine power user (sample) .
o Power of

Certificate Manacement Virtual machine user (sample) o_Power on

We are now given a plethora of options to edit the role.



Edit Role

Alarms

AutoDeploy

\uthority

Cerfificate Management

Compute Policy
Content Library
Cryptographic operations
Datacenter

Datastore

Datastore cluster
Distributed switch

ESX Agent Manager
Extension

External stats provider
Folder

Global

I:I All Alarms Privileges

I:I Acknowledge alarm

[ ] Create alarm

I:I Disable alarm action

I:I Disable or enable alarm on entity
I:I Modify alarm

[] Remove alarm

[] set alarm status

CANCEL

All| Selected | Unselected

After adding the privileges, we then click on next and then finish. If we need to, we can give a user role
access to a specific object. To do that, navigate to the object. Then click on the permissions tab.

vm vSphere Client

Menu v

il

v [ magmtvClab.local
~ R Homelab
w [ Cluster Mgmt

{f DCO2 Lab loca

(1 Grafana Windows

(1 Grafanalinux

g mgmtve

(5 Synology_DS3615xs_6.1.7

(G YMware-vRealize-Log-Ins..
E",‘, vRealize-Operations-Man
> [ Discoverad virtual machine
> E Nutanix Test

> [ Solidfire Cluster

> [ Templates

> [3 Testing and Benchmark

> EJvCLs

>

£ vMware Cloud Foundations..

t'l‘.. DCO1.Lab.local ACTIONS v

Summary Monitor Configure Datastores Networks Snapshots
+ #

User/Group T T Role

m VSPHERELOCAL\AdmInistrator
&8 VSPHERE LOCAL\Administratars
,g VSPHERE.LOCAL\AutoUpdate
(&% VSPHERE LOCAL'\NsxAdministrators

&8 VSPHERELOCAL\NsxAuditors

(&%) VSPHERE LOCAL\NsxVIAdmInistrators
&8 VSPHERELOCAL'\ReglstryAdminisirators
,g VSPHERE LOCAL\SyncUsers

&% VSPHERELOCAL\TrustecAdmins
|5 VSPHERE LOCALWpxd-0bS4dc3i

ee-430c-86a8-6c934

& VSPHERELOCALwpxd-extension-0bg4de3f-coee-430c-86a8...

|5 VSPHERE.LOCALWsph
&8 VSPHERELOCALWSphereClientSolutionUsers
&% VSPHERELOCAL\WorkloadStorage

bclient-0b94dc3f-c6ee-430c-8...

Administrator
Administrator
AutoUpdateUser
NsxAdministrator
NsxAuditor

NsxViAdministrator

Content Library Registry administrator (sample)
SyncUsers

Trusted Infrastructure administrator
Administrator

Administrator

wSphere Client Solution User

wSphere Client Solution User

WorkloadStoragel

anagement

Updates

2 4 Defined In

Parmiscion
Permission
Permission
Permission
Permission
Permission
Permission
Permission
Permission
Permission
Permission
Permission

Permission

Then click on the plus icon and add in the user and choose the role you want them to have.



Add Permission DCO1.Lab.local X

Domain LAB LOCAL hd
User/Group Q MWilson
Role WCP 2020 Virtual Machine User e

Propagate to children

Click OK, and that user should have access to that specific object now.

'‘Objective 7.8 — Configure and manage the options for securing a vSphere environment
(certificates, virtual machine encryption, virtual Trusted Platform Module, lockdown

mode, virtualization-based security, etc.)
There are many options for securing your vSphere environment. We will now show you where to find
those and how to enable them.

We'll start with host lockdown mode. If enabled, lockdown mode prevents users from logging directly
into the host itself. There are multiple levels of lockdown. Normal allows access through either the local
console (in front of the machine) or vCenter Server. Strick locks down the host so that it can only be
accessed through vCenter Server. To enable one of those modes, navigate to the host in Clusters and
Hosts. Then select Configure, then Security Profile.



vm vSphere Client

]

@ r630.lab.local

Ssummary

v [ mgmtvClab local Monitor

~ [ Homelab
Default WM Compatibil

Swap File Location

[0 r720.1ab.local System h
[ xr21ablecal Licensing
~ [ Mgmt Cluster Host Profile

[ mgmttiab.local Time Configuration

B mgmtziablocal Authentication Services
Certificate

P

r Management
Advanced System Settings
System Resource Reservation

Firewal

Services

Security Profile

System Sw

Packages
Hardware

QOverview

PCI Devices

Firmware
Virtual Flash v

Virtual Flash Resource Mana

Virtual Flash Host Swap Cac
Alarm Definitions

Scheduled Tasks

Recent Tasks Alarms

Once there, click "Edit."

ACTIONS v

Permissions VMs Datastores Networks Updates

Lockdown Mode

When enabled, lockdown mode prevents remote users from logging directly into this host. The host will only be accessible through the loca

console or an authorized centralized management application

Lockdown Mode Disabled

Exception Users

Host Image Profile Acceptance Level

Host image profile acceptance level determines

ich vSphere installation bundies are accepted for installation. Bundies with

acceptance level than the host image profile acceptance level will be rejected during installation
Acceptance Level: Partner Supported

Host Encryption Mode

Encryption mode determines whether the host is ready to accept key materia

When enabled, core dumps are always encrypted

Enable encryption mode only if the host is secured from unauthorized access to aveoid leaking sensitive cryptographic data

Encryption Mode: Disabled



r630.lab.local - Lockdown Mode

Exception Users

Lockdown Mode

When enabled, lockdown mode prevents remote users from logging directly to this host.
The host is accessible only through the local console or vCenter Server.

Specify host lockdown mode:

@ Disabled

Lockdown mode is disabled.

O Normal

The host is accessible only through the local conscle or vCenter Server.

O strict

The host is accessible only through vCenter Server. The Direct Console Ul service is

stopped.

There are your options. You also have the option to select exception users. You will need to click on that
on the left to enter them in.



r630.lab.local - Lockdown Mode

Lockdown Mode

Exception Users
Exception Users

A list of user accounts that keep their permissions when the host enters lockdown mode.
The accounts are used by third-party solutions and external applications that must
continue their function in lockdown mode. To keep lockdown mode uncompromised, you

should add only user accounts that are associated with applications.

ADD USER

User T

0 items

Exemptions should be made sparingly. Under the security profile, you also have the option for Host
Encryption mode and Host Image Profile Acceptance Level. The latter prevents software from running if
they don't have a certain acceptance level from VMware. The host encryption mode must be enabled to
create Encrypted VMs or other encryption type tasks. It becomes enabled most of the time when
performing a task, such as creating an encrypted VM.

To create an encrypted VM, you need to first have a Key Management Server, or KMS, in place. Once
you do, you can go to the VM settings and then VM Options to perform encryption tasks.



Edit Settings

DCOl.Lab.local %

Virtual Hardware

VM Options

» General Options

WM Mame: DCO1.Lab.local

» VMware Remote Console Options Lock the guest operating system when the last remote use

Encryption

Encrypt VM

Encrypted vMotion

Opportunistic « @}

» Power management

» VMware Tools

Virtualization Based Security

> Boot Options

» Advanced

» Fibre Channel NPIV

Expand for

Expand for

Enable

Expand for

Expand for

Expand for

power management settings

WMware Tools settings

boot options
advanced settings

Fibre Channel NPIV settings

You might also notice an option there for Virtualization Based Security. | can't use it on this VM because
it requires Windows 10 or Server 2016+ OSs. You also need to enable

o UEFI firmware

e Secure Boot

e Hardware version 14
e |OMMU turned on

ESXi will then create a virtual TPM 2.0 and allow that to be installed and used in Windows just like a real
Trusted Platform Module device. This can also be enabled on the VM during creation here.



New Virtual Machine

+ 1Select a creation type Select a guest OS
v 2 Select a name and folder Choose the guest OS that will be installed on the virtual machine

+ 3 Select a compute resource

Identifying the guest operating system here allows the wizard to provide the appropriate defaulis for the
+ 4 Select storage

operating system installation.
+ 5 Select compatibility

6 Select a guest OS Guest OS Family:

7 Customize hardware

Guest OS Version: [ Microsoft Windows Server 2019 (64-bit) v |

8 Ready to complete - o —
Enable Windows Virtualization Based Security @

Compatibility: ESXi 7.0 U1 and later (VM version 18)

CANCEL BACK

You can then see it enabled on the VM Options screen.




Edit Settings VCP 2020 Encryption Test

Virtual Hardware VM Options

» General Options WM Name: VCP 2020 Encryption Test

> WMware Remote Conscle Options [] Lock the guest operating system when the last remote user

disconnects

> Encryption Expand for encryption settings

> Power management Expand for power management settings

> WVMware Tools Expand for VMware Tools settings
Virtualization Based Security B Enable

+ Boot Options

Firmware EFl (recommended) v @
Secure Boot Enablec @
Boot Delay When powering on or resetting, delay boot order by

4] milliseconds

The last subject we'll cover here is certificates. To get to certificates in the HTML5 web client, you click
on Menu> Administration > Certificate Management



vm vSphere Client Menu

Administration

Access Control v

Certificate Management

Machine SSL Certificate

Roles

Global Permissions

_ MACHINE_CERT

Licensing e
Valid until Sep 13, 2022
Licenses @ p
Solutions W Private Key and Certificate chain
Client Plugins

vCenter Server Extensions VIEW DETAILS  ACTIONS ~

Deployment %
System Configuration Trusted Root Certificates ADD
Customer Experience Improvemen...

Support W FDF96887BAOCFSS...
Upload File to Service Request @ Valid until Sep 7, 2030

Single Sign On h Certificate

Users and Groups

Configuration VIEW DETAILS

Certificates b

Certificate Management

You can see two certificates there currently. We've already covered the different practices for
certificates, so we just need to cover how to change them here. To add a new Trusted Root Certificate,
just click on the Add and then tell vSphere where it is located. To replace the Machine certificate, click
on Actions, and you can renew, import and replace, or generate a certificate signing request for a
certificate authority. If you want to read more on that subject, head to VMware's site here.

Objective 7.9 — Configure and manage host profiles

Host profiles provide a mechanism to automate and create a base template for your hosts. Using host
profiles, you can create host uniformity. VMware will inform you if your host is not in compliance yet,
and then you can take steps to remediate it.


https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.authentication.doc/GUID-779A011D-B2DD-49BE-B0B9-6D73ECF99864.html

It's accessed under Policies and Profiles

vm vSphere Client

= g G} Home ctrl +alt + home I |
— & Shortcuts ctrl + alt + 1
v [ vCenterllablocal Monite
v [ Austin DC Hosts and Clusters ctrl + alt + 2
v [l MGMT Cluster VMs and Templates  cirl +alt + =
[ r320ausoliabloca [ Storage trl +alt+ 4 |DPRS
[ ra20aus0zlabloc: & Networking il +alt+ s |AVal3|
[l r620aus07lab.locz Content Libraries trl + alt + jon
E Global Inventory Lists ctrl +alt + 7 It
[2 Policies and Profiles d
23 AUTO Deploy EvC
¢|> Developer Center tGrour
Bl Networking and Security f Rules
vRealize Operations rides
tions
@& Administration ifils
& Update Manager B
Tasks efinitior
Og Events =d Tash
&# Tags & Custom Attributes

There is a process to it. Here it is:



8. Click on Host Profiles on the navigation pane on the left.

vm vSphere Client Menu

Policies and Profiles
Host Profiles

l% WM Customization Specifications
I VM Storage Policies EXTRACT HOST PROFILE IMPORT HOST PROFILE

I Host Profiles
w Not Compliant Hosts Y

% Storage Policy Components
Host Profile Name T ~ | Compliant Hosts



9. Next is extracting the original host profile. This is going to take a host you select and make that

the baseline

vm vSphere Client Menu

Policies and Profiles

ﬂ% WM Customization Specifications

. VM Storage Policies
s Host Profiles

%‘ Storage Policy Components

Host Profiles

EXTRACT HOST PROFILE

Host Profile Name

i

MPORT HOST PROFILE

Compliant Hosts

-

Mot Compliant Hosts

~



10. Select the host.

Extract Host Profile

1 Select host

2 Name and Description

Select host

Select a host to extract the profile settings

vCenter Server: ] VCENTER1.LAB LOCAL v

Name T
O [ r620aus07lablocal
O [ r320ausollab.local
O [ r420ausoziablocal
3 items

CAMNCEL NEXT




11. Give it a name and a description, and then Finish

Extract Host Profile Name and Description X

1 Select host . ) .
| Enter the name and description for the selected profile settings

2 Name and Description
Name WVCP 2020 Host Profilg|

Description

CANCEL BACK m



12. Once that is done, you now have a window that looks like this

vm vSphere Client

Policies and Profiles

& VM Customization Specifications Host Profiles
£ VM Storage Policies EXTRACT HOST PROFILE  IMPORT HOST PROFILE
s Host Profiles L=
&% storage Policy Components
Host Profile Name ~  Compliant Hosts ~ | NotCompliantHosts ~  Unknown State Hosts v Last Edited v Hosts v
[& vCP 2020 Host Profile 0 0 0 09/14/2020, 9:27:23 PM 0

13. Yes, it's small. The point is when you click on the host profile, you now have additional options
above. Notice as well that the profile is also a hyperlink. Click on it.

vm vSphere Client

[& vCP 2020 Host Profile
Clusters

[ VCP 2020 Host Profile ACTIONS v

[] Hosts o] Summary Monitor Configure Hosts
EDIT HOST PROFILE.. COPY SETTINGS._ v
Q_ Fitter
»  Advanced Configuration Settings
> General System Settings
Hosts and Clusters this > Networking configuration
profile is attached to . . .
» Other Click here to edit the Copy settings
profile from a host or

> Security and Services another profile

» Storage configuration

Configuration settings
for the hosts

No item selected



14. Right-click on the host profile and use the Actions menu to attach to hosts or clusters.

Host Profiles

EXTRACT HOST PR.. IMPORT HOST PR.. DUPLICAT

Host Profile Name T ~ | Compliant Hosts

= ()
Actions - VCP 2020 Host Profile

Efﬁ Copy Settings from Host..
% Copy Settings to Host Profiles..
'E,ﬁ Duplicate Host Profile...

J_?{ Export Host Profile

E’Er Attach/Detach Hosts and Clusters...
oh
@

{% Edit Host Profile..

¥ Delete

"'Objective 7.10 — Utilize baselines to perform updates and upgrades

You can use baselines to update and upgrade hosts or clusters, or other objects. First, you will need a
baseline. You can use one of the two default baselines that VMware has included for you, or you can
create a new one. To create a new one, click on Menu and select Lifecycle Manager. Under Lifecycle

Manager, go to the Baseline tab and then click New.



vm vSphere Client Menu WV

G} Home
% Shortcuts Lifecycle Manager | acTions~
Hasts and Clusters Image Depot Updates Imported I1SOs Settings
VMs and Templates
& storage
Networking Baselines v | Content v | Type v | Esxiversion v | LastModified v
E Content Libraries
- O 7.01 Upgrade Custom 7.0.0 1week ago
o0 Workload Management —
E}' Global Inventory Lists (:) Non-Critical Host Patches (Predefined) Patch Predefined 70,77,650,701,670,70°,700,6°, 71 1month ago
(7) Critical Host Patches (Predefined) Patch Predefined 70,650,670 1month ago
Policies and Profiles -
@ Auto Deploy (:) Host Security Patches (Predefined) Patch Predefined 7.0,65.0,6.7.0 1month agoe
& Hybrid Cloud Services
<|> Developer Center
(@ Administration
Tasks
Og Events
(®) vRealize Operations
{9 DRaas
EXPORT

Recent Tasks Alarms

Next, give it a name and optionally a description. Select what type of content it will contain. Upgrade,
Patch, or Extension.



Create Baseline

e Name and description
1 Name and Description
Enter a name and select the baseline type.

Name [ ver 2020 upgrade |
Description
A
Content © Upgrade
() Patch

() Extension

CANCEL NEXT

| have a couple of ISOs already installed (I chose to upgrade), and | will use this to upgrade the host to
the new 7.0 Update 1.



Create Baseline X

o Select ISO
1 Name and Description
Select an ISO release.
2 Select IS0
150 T ESXi. T Build T Vendor T Acceptance T Creation
Version level Date
ESXi-7.01-16850804- 0. 16850804 09/03/204
standard | 7:00:00 Pl
(:) DEL-ESXi- 7.0.0 16324942 Dell Inc. Partner 06/01/202
700_16324942-A02 7:00:00 P
3
EXPORT 2 Images

CANCEL BACK NEXT

Then click Finish on the summary page.



Create Baseline X

. Ssummary
1 Name and Description

Review your setting selections before finishing the wizard

2 SelectISO
Baseline name WCP 2020 Upgrade
3 Summary
Baseline description
Baseline type Upgrade
I1SO
Name ESXi-7.0.1-16850804-standard
Product Whware ESXi 7.0.1 Update 1
Version 7.00
Vendor VMware, Inc.
Acceptance level Partner

CANCEL BACK FINISH

That's only half of the story, however. We now need to tell it to apply this baseline to an object. We do
that by going back to Hosts and Clusters. Click on the object we want to manage, select Updates and
Baselines, and scroll down and click Attach.



vm vSphere Client Menu v

[

v [ mgmtvClab.local
~ [B HomeLab
¥ §l LaB

2 ‘_:2 [ LAB ACTIONS v

Summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates

Hosts

r620 Iab.local Baselines CHECK COMPLIANCE (checked 6 days ago) SCHEDULE
[E r730.ab.loca Image
[ xrz.zb.ocal VMware Tools
[T Mamt Clust: \ e .
I Mame e MRS © Ready to remediate
B mgmtilablocal
[ mgmt2.ab.local
Remediation Pre-check @)
PRE-CHECK REMEDIATION (never checked)
Attacl selines
ATTACH ~
[J  Attached Baselines T Status T Content T Type T ESXi version T Last Modified
()  Host Security Patches (Predefined) @ Unknown Patch Predefined 7.0,6.5.0,6.7.0 1month ago
C] Critical Host Patches (Predefined) @ Unknown Patch Predefined 7.0,650,6.7.0 1 month ago
J 7oa @ Compliant Upgrade Custom 7.0.0 1week ago
»
EXPORT

Recent Tasks Alarms

»

Select Attach Baseline. If you notice, we could have created the baseline from here as well. Select the
VCP 2020 Upgrade (or whatever one you created) and click on Attach.



Attach | LAB X

C] Mame T Content T
(] 701 Upgrade

[:] Mon-Critical Host Patches (Predefined) Patch

(] Critical Host Patches (Predefined) Patch

(] Host Security Patches (Predefined) Patch

1 EXPORT 5 Baselines

ATTACH

It will now show up in the attached baselines for the object. You can now select just that one, and you
can use either stage or remediate. Stage will load the software or patches to the host/s and then wait
for your reboot. Remediate will do everything now. It will utilize DRS or wait until all running VMs are
powered off or moved before proceeding.



Remediate | LAB with VCP 2020 Upgrade X

Cluster is ready to remediate

3 hosts will remediate

Host Name T Version T Patches T Extensions T Remediation Status T

v r730.lab local 0. 0 (O Staged) 0 (O Staged)

v xr2 lab local 0. 0 (O Staged) 0 (O Staged)

v r630.lab.local A0 0 (O Staged) 0 (O Staged)

EXPORT 3 Hosts

> Install ISO VMware ESXi Release 7.0.1, Build 16850804
> Scheduling Options: Will remediate immediately

> Remediation settings

CANCEL REMEDIATE

It will then kick-off and remediate the hosts unless you need to move some VMs first.

Objective 7.11 — Utilize vSphere Lifecycle Manager

We've already utilized parts of the vSphere Lifecycle Manager to perform updates and upgrades. There
are a few more things we could go over, however. The Image Depot we've already covered a bit. This
shows the ESXi versions, drivers, and components available to us to use. The Updates tab will show us a
list of all the updates included in the baselines we've created and VMware's default baselines. You can
filter them if you are looking for specific patches. You can also create a baseline that only has a subset of
the updates or patches in them if you've determined that one or more may be detrimental to your
environment.



Gl Home
Lifecycle Manager | acrions~

Hosts and Clusters Image Depot Updates Imported 1SOs Baselines Settings
/Ms and Templates
= : c: 18 hours ago. Next
5 storage
ADD/REMOVE BASELINES @D show only rollup updates  Filter by Baseline  ~
Networking
[@ Content Libraries Name T D T Severity T tyee @ | category T Sz::m T Impact

o2 Workload Management

E; Global Inventory Lists VMware ESXi 6.5 Patch Release Importan Rollup BugFix Reboot, Maint:
(O  VMware ESXi 6.5 Patch Release ESXi650-201808001 Important Rollup BugFix 6.5.0 Reboot, Maintenance
Policies and Profiles
&) Auto Deploy () VMware ESXi 6 5 Patch Release ESXi650-201810001  Critical Rollup BugFix 6.5.0 Reboot, Maintenance
(7 Rybrid Cloud Services () VMware ESXi 6.5 Patch Release ESXI650-201810002  Critical Rollup BugFix 6.5.0 Reboot, Maintenance
<|> Developer Center
(:) VMware ESXi 65 Patch Release ESXi650-201811001 Important Rollup BugFix 650 Reboot, Maintenance
o 2 -
i Administration () VMware ESXi 6 5 Patch Release ESXi650-201811002 Critical Rollup BugFix 6.5.0 Reboot, Maintenance
Tasks
EG Events C. VMware ESXi 6.5 Patch Release ESXi650-201901001 Important Rollup BugFix 6.5.0 Reboot, Maintenance
& Tags & Custom Attributes () VMware ESXi 6 5 Patch Release ESXi650-201903001  Critical Rollup Security 6.5.0 Reboot, Maintenance
=/ Lifec Manager
(O  VMware ESXi 6.5 Patch Release ESXi650-201905001 Important Rollup BugFix 6.5.0 Reboot, Maintenance
[®) vRealize Operations (:) VMware ESXi 6.5 Patch Release ESXi650-201908001 Important Rollup BugFix 650 Reboot, Maintenance
{2 DRaas B
(O VMware ESXi 6.5 Patch Release ESXi650-201910001 Important Rollup Security 6.5.0 Reboot, Maintenance
(:) VMware ESXi 6.5 Patch Release ESXi650-2019 Moderate Rollup BugFix 6.5.0 Reboot, Maintenance
(:) VMware ESXi 6.5 Patch Release ESXi650-201912 Critical Rollup Security 650 Reboot, Maintenance
(O  VMware ESXi 6.5 Patch Release ESXi650-201912 Critical Rollup BugFix 6.5.0 Reboot, Maintenance
) VMware ESXi 6.5 Patch Release ESXi650-202005001 Important Rollup Security 650 Reboot, Maintenance _ M

»

Recent Tasks Alarms

The Imported ISOs tab is where you can import whole ISOs of ESXi to use for upgrades. You can also use
an IS0 if the OEM has made one available to upgrade a driver.



vm vSphere Client Menu Vv

G‘} Home

% Shorteuts Lifecycle Manager | actions~

[ Hosts and Clusters Image Depot Updates Imported ISOs

VMs and Templates

. IMPORT 15O

& storage

Networking Name T Product

[ Content Libraries () ESXi-7.01-16850804- VMware ESXi 7.0.1

O:C Wo ad Management standard Update 1

[ Global Inventory Lists () DEL-ESXi-700_16324942- VMware ESXi 7.0.0
~ AD2

[ Policies and Profiles
@ Auto Deploy

&9 Hybrid Cloud Services

<|> Developer Center

&% Administration
Tasks
Og Events

0 Tags & Custom Attributes

(®) vRealize Operations
7 DRaas

EXPORT

Recent Tasks Alarms

Baselines

Settings

Version

7.01

T

Build v Vendor v Acceptance Level
16850804 VMware, Partner

Inc
16324942 Dell Inc. Partner

T

Creation Date

09/03/2020, 7:00:
PM

06/01/2020, 7:00:¢
PM

»

In the next tab, baselines we've used in the previous objective. We can also duplicate one if we need to

change one slightly for a specific host.



vm vSphere Client

Gl Home

% Shortcut Lifecycle Manager | actions~

[ Hosts and Clusters Image Depot Updates Imported 1SOs Baselines Settings

VMs and Templates

— NEW ~
=) storage
% Networking Baselines v | Content v | Type < ESXi version v | Last Modified o
ﬁ Content Libraries
o (') VCP 2020 Upgrade Upgrade Custom 701 28 minutes ago
o2 Workload Management -
[& clobal Inventory Lists O 701 Upgrade Custom 7.0.0 1 week ago
MNon-Critical Host Patches (Predefined) Patch Predefined 70,74650,701,670,70",70.0,6.° 71 1month ago
Policies and Profiles
& Auto Deploy () Critical Host Patches (Predefined) Patch Predefined 7.0,650, 670 1 menth age
& Hybrid Cloud Services
Host Security Patches (Predefined) Patch Predefined 7.0,6.50,6.7.0 1month age
<|> Developer Center
(@ Administration
Tasks
[g Events
&7 Tags & Custom Attributes
=/ Lifecycle Manager
(® vRealize Operations
DRaas
EXPORT 5 Baselines

»

Recent Tasks Alarms

The final tab is settings. This tab controls when vSphere checks for new patches and downloads them. It
also controls the depots where it looks. Under Host remediation, it controls the VMs and behavior while
attempting to remediate the hosts or VMs.



vm vSphere Client Menu v O n all environments v MWilson@LABLOCAL v

Lifecycle Manager | acTions~

osts and Clusters mage Depot ates mporte s aselines ettings
Hosts and Clusters Image Dep! Updat Imported ISO B Setting
@ VMs and Templates
& storage Images Remediation Settings @ _
. Administration 9 9
f Networking
Patch Downloads i i
E Content Libraries @ Remediation settings are set to VMware-provided settings. They will change if VMware updates their provided
. Patch Setup settings
oo W ad Management
b Global Inventory Lists Host Remediation
m VM Power state Do not change power state
and Profiles Baselines » Retry entering maintenance mode in 3 attempts every 5 minutes
VMs case of failure
VM Migration Do not migrate powered off and suspended VMs to other hosts in
{|> Developer Center the cluster
r Quick Boot (D) Quick Boot is disabled
gy Administration
Tasks HA Admission Control Do not disable HA admission control during remediation
- Distributed Power Management Disable DPM on the cluster during remediation

&’ Tags & Custom Attributes

& Lifecycle Manager Hardware Compatibility Check Do not prevent remediation if hardware compatibility issues found

(® vRealize Operations

DRaas

Recent Tasks Alarms

Objective 7.11.1 — Describe Firmware upgrades for ESXi

Firmware upgrades can be accomplished in vSphere 7, but there are caveats. Firmware and driver add-
ons are not distributed through VMware channels. They must be done using a particular vendor depot,
which works in conjunction with a hardware support manager. So, while vLCM will let you know if the
host is in compliance and can kick off the remediation process, the actual firmware upgrade is
accomplished by the hardware support manager. Open Manage Integration for VMware vCenter from
Dell is an example of a hardware support manager. It is distributed by Dell and deployed as an appliance
(not free). Dell, HPE, and Lenovo hardware support managers are supported. Once installed, you register
the appliance as a vCenter Server extension. In the case of Dell's tool, it will interact with the iDRAC or
remote access card to deploy the firmware.

Objective 7.11.2 — Describe ESXi updates

VMware differentiates between updates and upgrades as: Upgrades are significant software changes,
whereas updates make smaller updates to the software. Anything that involves a numbered release,
such as 6.5 to 6.7 or 6.7 to 7.0, is an upgrade. A change going from vSphere 7.0 to 7.0 Update 1 is just an
update or smaller change. An upgrade may make configuration changes to the host, whereas updates
will not affect host configuration.

vSphere will, if allowed, periodically check VMware's depot for new updates and will download them if
configured to do so. You can see the configuration options here in the screenshot.

»
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Objective 7.11.3 — Describe component and driver updates for ESXi

Driver and component updates can also be performed through the Lifecycle Manager in vSphere 7.
Drivers are code to let vSphere know how to interact with hardware and utilize it. Components can be
solutions, tools, or drivers. VMware has both downloaded from the VMware depot, but if you need to
insert one that wasn't included, you can do that too. Vendor add-ons usually are driver packs mean to
support an OEM's servers such as Dell or HP's. Here you can see a screenshot of the listing of available
vendor add-ons and components in Lifecycle Manager

>
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If you need to add either a driver or component, you can do that at the top via

Import Updates.

Lifecycle Manager | acTions~

Last Sync: 17 hours ago. Next Sync: in 6 hours
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"Actions" and then

Gﬂ Home
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ESXi Versions
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Settings

It will then ask you for the location of the .zip or URL. It then adds the new update to the list.

Release D

09/04/2

PIparary.



Import Updates X

You can import by selecting a zip file or a URL. Contents will be imported to Image Depot
and Updates.

Update Elename o UE

CANCEL IMPORT

Objective 7.11.4 — Describe hardware compatibility check

The hardware compatibility check is a tool that allows you to choose a host and see if it is capable of
running a particular ESXi version. More specifically - if that host is certified to run it. It will take the
hardware it finds on the host and checks it against the VMware HCL (Hardware Compatibility List) or
vSAN HCL if the host participates in a VSAN cluster. At the end of the scan, the tool will give you the
results to export to a CSV file. Here is where it is and what it looks like below.



vm vSphere Client Menu v

[ 2 Q [ r630.lab.local ACTIONS »
v [5] mgmtvClablocal summary  Monitor  Configure  Permissions ~ VMs  Datastores  Networks
~ [ HomeLab AR
[ Lss Hosts . Hardware Compatibility Hardware Compatibility data last refreshed on 10/30/

B r630.ab.jocal Baselines Discover and resolve potential hardware compatibility issues. Select your target ESXi version to begin
[ r720.ab.local I Hardware Compatibility

[ xr2lablocal VMware Tools Check compatibility against:] ESXi 7.0 U1 (current version on hos:)l EDIT

v Mgmt Cluster VM Hardware

[ momtan ocal Compatibility check results
Checked on 10/30/2020, 3:01:47 PM Re-run Checks

[ mamt2iab.local

A\ Verify host's CPU model and BIOS are compatible with ESXi 7.0 U1

(D 8 unknown devices found. Contact the device vendors to verify compatibility with ESXi 7.0 U1
Host model compatibility

El PowerEdge R630
_ Verify host's CPU model and BICS compatibility with ESXi 7.0 U1. The host's model itself is compatible.
v Hide details

CPU Model: Intel(R) Xeon(R) CPU E5-2630 v3 @ 2.40GHz

BIOS: 2110

Current ESXi version: ESXi 7.0 U1

m

Supported CPU series Compatible BIOS for ESXi 7.0 U1 on this CPU seriesShow All
f§ intel Xeon E5-2600-v3 Series 14 supported BIOS Show
f§ intel Xeon E5-2600-v4 Series 14 supported BIOS  Show
AN Vil Anvimnn v

Recent Tasks Alarms

pod

You would select a host, click on the Update tab, and then Hardware Compatibility. You can then select
which version of ESXi you want to check.

Objective 7.11.5 — Describe ESXi cluster image export functionality

One of the new abilities that vSphere 7 brought was using a single image for the whole cluster. This was
able to promote uniformity and made the hosts easier to maintain and troubleshoot. Once you setup an
image for a cluster, you can also export it to be imported and used in another cluster. This would be
done for the same reasons as described above. The export process is done in the following location.

v vSphere Client
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Go to the cluster > Updates > Image > ellipsis > export. This is assuming you have already set this up. You
then are presented with a box that asks you what you want to export. JSON, ISO, or ZIP. If using for
another cluster to import, you will need the JSON and zip.

Export Image X

©Q Json

Download the image as a JSON file that can be imported into other clusters

managed by images. Note that this only contains metadata about the image, not
the actual software packages.

() 1s0
Download an installable 1ISO from the image to reuse this in other clusters
managed using Baselines, or to image new hosts.

() ZIP (offline bundle)
Download a ZIF offline bundle that contains all components (software packages)

included in this image that can be imported into Lifecycle Manager's depot.

CAMCEL EXPORT

To import, you will go to the same place on a cluster that has not been set up yet.
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It will then ask you for the JSON file and zip.

Objective 7.12 — Configure alarms

An alarm can be set up for many different objects in vSphere. There are many predefined alarms, and
you can create and configure new ones. To create a new alarm, Right-click on an object and select
Alarms > New Alarm Definition.
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Give the alarm a name and then click Next.
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1 Name and Targets Alarm Name VCP 2020 Test Alarm

Description

£
Target type * Clusters ~
Targets LAB

CANCEL NEXT

Now you need to select what the trigger will be. In this case, | want an alarm to happen if someone
creates a resource pool. | then tell vSphere what | want it to do. In this case, | want a warning to appear

and send me an email.

New Alarm Definition Alarm Rule 1 e

1 Name and Targets F
2 Alarm Rule 1 Resource pool created ~  ADD ARGUMENT
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CANCEL BACK NEXT



Next, | will add that if the resource pool is deleted, it can reset it to green.

New Alarm Definition Reset Rule 1 %
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Make sure the alarm is enabled and then click create.
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Enable this alarm (@D CANCEL CREATE



| can now find this alarm if | go to the object > Configure > Alarm Definitions
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>

Recent Tasks Alarms

You notice | can disable alarms under the same place, but | can't edit the default alarms. | CAN edit
mine, however. As you can see, | can set alarms for all sorts of events and have many things that will
happen if the alarm's criteria are met.

Conclusion

Well, that brings us to the end of another Study Guide. | hope it helped in some way, and I'm happy you
were along for the ride! Till next time.

Mike
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